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Foreword 

Comments on the first edition of Getting Started with Conjoint Analysis. 

Bryan Orme's book on conjoint analysis promises to be a new and excellent addi­
tion to the literature. Currently, virtually every marketing research text provides 
at least a chapter or so on conjoint analysis. More ambitious academic works in­
clude the book by Gustafsson, Herrmann, and Huber (2000) and the monograph 
by Krieger, Green, and Wind (2005). 

Orme's contribution is something else again. Rather than adopt a typical 
pedantic approach, Orme's book is a practical, no-nonsense guide to what happens 
when one designs, executes, and analyzes data from real, marketplace problems. 
It should appeal to academics and consultant-practitioners alike. 

An essential feature of the book is its emphasis on specialized software that 
enables the analyst to implement real-world studies. (I suspect that Sawtooth 
Software's founder, Rich Johnson, has played a pivotal role in the software de­
partment.) 

Over a thirty-five-year period, conjoint analysis has grown from a relatively 
crude approach to a method with a high degree of sophistication. High-profile 
applications have included the following: 

• Design of AT&T's first cellular telephone 
• Design and implementation of the EZ-Pass toll collection system 
• Development of new varieties of Mama Celeste pizzas 
• New logo design for the Baltimore Ravens football team 
• U.S. Navy reenlistment benefits 
• New services for the Ritz Carlton and Marriott hotel chains 

The book is easy to follow, while at the same time being almost encyclopedic 
in its coverage of topics ranging from study design to the presentation of results 
to clients. 

Different reviewers will probably have their own favorite chapters, a reflection 
of built-in biases. I particularly liked the chapter that deals with real cases pro­
vided by practitioners. This is a fine idea and provides incentives for consultants 
and company-based researchers to share their experiences regarding methodolog­
ical (if not substantive) issues. 
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I also very much appreciated chapter 1, which explains in simple terms the 
main ideas of conjoint analysis and related techniques. Chapter 5 provides a very 
nice overview of conjoint method selection. I also liked the "short history of 
conjoint analysis" chapter describing how things got started and matured through 
the years. 

Chapter 10 is a very important chapter in the book. This is where the appli­
cation of conjoint simulators and optimizers comes into play. Most real-world 
studies depend on how the researcher posits the strategic and tactical questions 
that clients should get asked before any data collection gets underway. 

In sum, I have found Sawtooth Software to be a one-stop-shopping experience 
for virtually any question dealing with trade-off analysis and related techniques. 
Orme's book should facilitate the learning process even more. Through Sawtooth 
Software's conferences and internal research on best practices, conjoint analysis 
has both matured and flowered as a practical set of tools for designing new (or 
refurbished) products and services. 

As for me, the excellent glossary gets my vote for the best part of the book 
by far. This glossary must have taken eons to write. And the meticulous results 
justify the immense effort that has gone into the whole enterprise. 

Paul E. Green, Professor Emeritus of Marketing 
University of Pennsylvania 
Spring 2005 

Preface 

Over the years, I have heard colleagues lament that there is not a single book 
that provides a good overview and introduction to conjoint analysis. The conjoint 
books that are currently available (at least the ones I know about) tend to be aca­
demic and assume a solid background in statistics. The goal with this work is to 
offer a practical, accessible introduction to conjoint analysis appropriate for busi­
ness managers involved in marketing and strategic planning, research analysts, 
and, of course, university students. 

This work assembles and updates a series of introductory articles I have writ­
ten over the years, previously published on my company's Web site: 

http://www.sawtoothsoftware.com 
Chapter 2, chapter 13, and the glossary are new with this publication. Admittedly, 
this work is heavily steeped in the Sawtooth Software perspective. Yet, my inten­
tion is that readers who do not use Sawtooth Software's systems will find much 
of general applicability and value. 

One of the greatest challenges in learning about conjoint analysis is grasping 
and reconciling the vocabulary. Not only is the terminology extensive, but differ­
ent authors refer to precisely the same thing using different words. To help the 
reader, appendix A features a glossary of terms. If you encounter terms you do 
not recognize, you may want to check the glossary for assistance. 

Bryan K. Orme, Sawtooth Software 
Sequim, Washington 
Spring 2009 

http://www.sawtoothsoftware.com
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Chapter 1 

Managerial Overview 
of Conjoint Analysis 

A great deal of market research commissioned today is descriptive in nature rather 
than predictive. Descriptive information is useful to characterize demographics, 
usage patterns, and attitudes of individuals. Beyond descriptive information, man­
agers heed survey research tools that can predict what consumers will buy when 
faced with the variety of brands available and myriad product characteristics. It 
is precisely due to this focus that conjoint or trade-off analysis has become so 
popular over the last three decades. 

Humans employ a variety of heuristics when evaluating product alternatives 
and choosing in the marketplace. Many products are made up of a dizzying array 
of features (e.g., computers, cell phone calling programs, insurance policies, and 
manufacturing equipment), whereas some are more straightforward (e.g., yogurt, 
beverages, and light bulbs) and are mainly differentiated by brand, packaging, and 
price. How does the manager decide what product characteristics, packaging, and 
branding to use or what price to charge to maximize profits? And how does the 
consumer evaluate the offering vis-a-vis other alternatives in the marketplace? 

To decide what product to sell, managers may use their own intuition or the 
recommendations of design engineers, or they may look to competitors for in­
dications of what already works. These strategies are myopic and reactive. In 
consumer-oriented organizations, potential products are often evaluated through 
concept (market) tests. Buyers are shown a product concept and asked questions 
regarding their purchase interest, or new products are actually placed in test mar­
kets. These tests can be quite expensive and time consuming, and generally inves­
tigate just one or a few variations of a product concept. In some surveys, research 
respondents are asked to rate brands and products or to check which brands and 
product features they prefer. None of these approaches by itself has been consis­
tently successful and cost-efficient. Conjoint analysis uses the best elements of 
these techniques in a cost-effective survey research approach. 

Back in the early 1970s, marketing academics (Green and Rao 1971) applied 
the notion of conjoint measurement, which had been proposed by mathematical 
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psychologists (Luce and Tukey 1964), to solve these complex problems. The gen­
eral idea was that humans evaluate the overall desirability of a complex product 
or service based on a function of the value of its separate (yet conjoined) parts. In 
the simplest form, one might assume an additive model. Consider a PC purchase. 
A consumer browsing the Internet might see the following alternative: 

Dell 
3 GHz processor 
2GB RAM 
17-inch flat panel display 
$899 

Assuming that this consumer uses some internal, subconscious additive point 
system to evaluate the overall attractiveness of the offer, the unobserved scores 
(called part-worths) for the attributes of this product for a given buyer might be 

A ttribu te Part- worth 

Dell 
3 GHz processor 
2 GB RAM 
17-inch flat panel display 
$899 
Total utility 

20 
50 
5 

15 
30 

120 

The estimated overall utility or desirability of this product alternative is equal 
to the sum of its parts, or 120 utiles. The trick is to obtain these scores from 
individuals for the variety of attributes we might include in the product or that our 
competitors might include. To do this reliably, one first develops a list of attributes 
and multiple levels or degrees within each: 

Brand Processor RAM Display Price 
Deti~~~~ 2 GHz 1GB "T7-inch $699" 
Gateway 3 GHz 2 GB 19-inch $899 
HP 4 GHz 3 GB 21-inch $1,099 
Sony 

It is easy to see that there are many possible combinations of these attribute levels. 
In the 1970s, it became popular to print each of many product profiles on separate 
cards and ask respondents to evaluate them by ranking or rating. Consider the 
conjoint rating question in exhibit 1.1. 

By systematically varying the features of the product and observing how re­
spondents react to the resulting product profiles, one can statistically deduce (typ­
ically using linear regression) the scores (part-worths) for the separate features re-

3 

How likely are you to purchase this computer? 
Use a scale from 0 to 100, where 1 = not at all likely, 
and 100 = definitely would purchase. 

HP 
3 GHrprocessor 

1 GB RAM 
17-inch display 

$1,0.99 

Exhibit 1.1. Conjoint rating question 

spondents may have been subconsciously using to evaluate products. In contrast 
to answering direct questions about individual product features, conjoint survey 
respondents cannot simply say that all features are important—they must trade 
off different aspects of the product (as in real life), weighing alternatives that 
have both highly desirable and less desirable qualities. 

Using the attribute list developed earlier, there are (4 x 3 x 3 x 3 x 3) or 
324 possible product profiles that could be considered. But what makes conjoint 
analysis work so nicely is that an individual respondent does not have to evalu­
ate all possible product profiles. If we are willing to assume a simple additive 
model (which tends to work well in practice), each respondent needs to evaluate 
only a fraction of the total combinations. With our example, only about eigh­
teen to twenty-four carefully chosen product concepts (using experimental design 
principles of independence and balance) would need to be evaluated to lead to a 
complete set of part-worth scores for each respondent for all sixteen attribute lev­
els. The part-worth scores are useful for determining which levels are preferred, 
and the relative importance of each attribute. Once we know these scores, we can 
simply sum them to predict how each respondent would react to any of the 324 
possible product profiles. 

Although the scores on the attribute levels provide significant value in and 
of themselves, the real value of conjoint analysis comes from the what-if market 
simulators that can easily be developed, often within spreadsheets. It follows that 
if, for each respondent, we can predict the overall desirability for all possible 
product profile combinations (given the set of attribute levels we measured), we 
can also predict how each respondent might choose if faced with a choice among 
two or more competing profiles. For example, we can simulate what percent of 
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(Johnson 1Q87M A, ,. l relevant to each respondent 

v d H n S o s I b e " ' ^ a t t r i b U t e S ^ l 6 V e l S C 0 U U b e « effec-

If you were in the market to purchase a PC today, 

and if these were your only alternatives, 

which would you choose? 

Deli 
4 GHrprocessor 
. aGB^RAM 
21-inch display 

$1,099. 

HP 
3 GHz processor 

2.X3BRAM 
19-inch display 

Sony 
,2"GHz processor 

1 GB'RAM.. 
17-inch display 

$699 

None: " 
If these were 
my only "choice's, 
I'd defer my 
purchase, 

Exhibit 1,2. Choice-based conjoint question 



Chapter 2 

How Conjoint Analysis Works 

Conjoint or trade-off analysis has become one of today's most commonly used 
market research tools for designing and pricing products and services. This chap­
ter is designed to give newcomers to this exciting field some insight into how 
conjoint analysis works. 

You will fill out a simple conjoint or trade-off survey dealing with different 
credit card offers. Please have a hand calculator available, so you can analyze the 
results of your survey. The calculations will be simple, involving only addition, 
division, and taking the average of three values at a time. I hope that by the end 
of this exercise I will have demystified conjoint analysis and you will have gained 
some insight into how this popular research method works. 

2.1 Marketing Problem and Attribute List 

Imagine that a credit card company is interested in how consumers trade off vari­
ous aspects of credit card offerings, specifically, the brand, interest rate, and credit 
limit. A market researcher might approach the problem with conjoint analysis. 
First, a list of attributes and levels is developed that captures the range of brands, 
Interest rates, and credit limits under consideration: 

Brand Interest Rate Credit Limit 

Visa 10% $2,500 
MasterCard 15% $5,000 
Discover 20% $7,500 

With three attributes each at three levels, there are (3 x 3 x 3) = 2 7 possible 
credit card combinations. In the 1970s, researchers often printed each product 
profile in the conjoint survey on cards. Exhibit 2.1 is an illustration of one of the 
twenty-seven credit card combinations. 
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How much do you like this credit card offer? 
Use a scale from Oto 10, where 0 *= not at all 
and 10 = very much. Write your answer 
in the blank box. 

20%lhterest 
cmdlt limit 

Exhibit 2.1. A conjoint card 

With conjoint analysis, we rarely ask respondents to evaluate all possible 
combinations of attributes because this would create impossibly long question­
naires in most cases. Instead, we use abbreviated study plans that focus upon 
subsets of all possible combinations of attributes. Abbreviated study plans may 
be found in reference books of experimental designs, or they may be generated 
by specialized computer programs. 

2.2 Survey Design Plan 

This chapter illustrates the simplest form of conjoint analysis: traditional full-
profile conjoint. This is the original conjoint method (Green and Rao 1971). We 
show various credit card possibilities, referred to (coincidentally) as cards. The 
selected combinations of attributes or product profiles are called the design plan. 
Exhibit 2.2 shows the design plan for the conjoint analysis survey you are about 
to complete. Each row represents a conjoint analysis question or card. There are 
nine questions in the survey, with attribute combinations shown by the X marks in 
the exhibit. Exhibit 2.1 shows the first card of this survey: Discover, 20% interest, 
$5,000 credit limit. 

This design plan has some valuable properties. First, you may notice that 
each level is shown exactly three times. Therefore, the plan is balanced. A clever 
aspect of this plan is that each level appears exactly once with every other level 
from the other attributes. For example, Visa appears once at each of the levels of 
interest rate and credit limit. A similar relationship holds for the other two brands 
and for any combination of attributes taken two at a time. This property makes it 
possible to estimate the independent effect of each attribute with a relatively high 

2.3 Credit Card Survey 9 

:^ 

CarcM 
Card 2 
Card 3 
Card 4 
Card 5 
Card 6 
Card 7 
Card 8 
Card 9 

^ ^ # ' N? .„Nj> 

*= & 
& <# <# / # / 

AN 

& & ^ x<f # ^ $? 
$P * # <& >$> 4? <$ & 4> $ 

&- .<$> 

X 

X * 

X 

X 

X 

X 

X 

X 
X 

X 

X 
X 

X 

X 

X 

X 
X 

X 

X 
X 

X 

X 

X 
X 

X 

X 
X

 

Exhibit 2.2. Credit card design plan 

degree of precision. For example, it would be difficult to distinguish the separate 
effects of brand and interest rate if Visa always appeared with the lowest interest 
rate. Would the preference for such a concept be due to the desirability of Visa or 
the low interest rate? 

2.3 Credit Card Survey 
Now that I have given an introduction to conjoint analysis and design plans, please 
complete a survey as if you were choosing a new credit card. Drawing upon the 
design plan, exhibit 2.3 presents nine credit card offers to be evaluated. For each 
credit card offer, you are asked," "How much do you like this credit card offer?" 
Use a ten-point scale to score each offer, where 0 means "not at all" and 10 means 
"very much." After you have completed the credit card survey, rank the credit 
card offers in the final exercise (exhibit 2.5 on page 17). 

I hope you found the credit card survey interesting. You probably also found 
it a bit challenging. To evaluate the cards, you probably developed a strategy. 
Perhaps you decided early on which attribute was most important to you, and you 
based your decision on that aspect. Perhaps each of the attributes carried about 
equal weight in your decision, and you needed to decide how much of one you 
were willing to give up for the other. You probably did not find an offer that 
was exactly what you wanted in every way. So it is with real purchase decisions. 
Consumers make these kinds of trade-offs every day. 
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Show how much you like each of the nine credit card offers 
below by writing your answers in the blank boxes. 
Use a scale from 0 to 10, where 0 = not at all and 10 - very much. 

Discover 
20% interest 

$5,000 credit limit 

MasterCard 
10% interest 

$2,500 credit limit 

Visa 
10% interest 

$5,000 credit iimit 

MasterCard 
20% interest 

$7,500 credit limit 

5 p . . 

Discover 
15% interest 

$2,500 credit limit 

MasterCard 
15% interest 

i.OOO credit limit 

3 
visa 

15% interest 
$7,500 credit iimit 

6 r v 

Discover 
10% interest 

S7.500 credit limit 

9 
Visa 

20% interest 
$2,500 credit limit 

Exhibit 2.3. Credit card survey 

2.4 Conjoint Analysis Utilities 11 

Now you are about to learn why conjoint analysis is so useful to managers and 
market research analysts. Based on the credit card ratings you provided, you will 
compute a weight or part-worth utility for each of the attribute levels. The set of 
weights would account for your overall credit card ratings. After all, you probably 
were loosely applying some sort of unconscious scoring mechanism or system of 
preference weights. Conjoint analysis seeks to uncover that system of preference 
weights. Human decision making is undoubtedly complex, and a simple set of 
weights can never fully capture the complexities. Conjoint analysis tends to do a 
very good job despite the model simplifications. 

2.4 Conjoint Analysis Utilities 
Because each attribute level appeared exactly once with every other level in the 
study, there is a simple way to estimate attribute level utilities (also known as part-
worths). Of course, conjoint studies in the real world are rarely so straightforward. 
I have constructed this example so that the utility estimation may be done with a 
hand calculator. For this simple illustration, the utility estimate for each level is 
the average score for cards that include that level. Instructions for the calculations 
are provided in exhibit 2.4. Please compute the utility scores for each level now. If 
all has gone well, the utility scores should make intuitive sense to you. The higher 
the score for a level, the more desirable that level. It often helps to visualize data 
or to plot utility scores on a line chart. Please plot your part-worth utility values 
for each attribute in figure 2.1, drawing lines connecting the points on each graph. 

2.5 Importance Scores 
Some researchers calculate an importance score for each attribute. An importance 
score reflects the effect each attribute has upon product choice, given the range of 
levels we included in the questionnaire. The calculations are straightforward, and 
you will again be able to use a hand calculator. Use figure 2.2 to work on your 
calculations. Refer to chapter 8 (page 80) or the glossary (page 171) for examples 
of importance score calculations. After you have finished calculating importance 
scores, you can plot them on the bar chart in figure 2.3. 

2.6 Conjoint Analysis as a Predictive Model of Choice 
Charts of utilities and importance scores are useful, but a what-if market simula­
tor that can be built using conjoint results is the most valuable tool for managers. 
A market simulator uses the utility scores to predict which product alternatives 
respondents would choose within competitive scenarios. The predictions can be 
made not only for the few product alternatives that were actually shown to respon­
dents, but also for the often thousands or more potential combinations that were 
not shown. 
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Record your survey responses in the blank boxes for the numbered cards. 
The rating for each credit card offer is recorded in three groupings: 
once for the brand, for the interest rate, and for the credit limit. 

Then compute the average rating across the three cards in each row. 

Row Average 
Attribute Level Survey Responses (O-to-10 rating scale) (Utility Score, 

Visa 

MasterCard 

Discover 

10% interest 

15% interest 

20% interest 

$2,500 credit limit 

$5,000 credit limit 

$7,500 credit limit 
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Exhibit 2.4. Estimating part-worth utilities from a conjoint survey 
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2.6 Conjoint Analysis as a Predictive Model of Choice 
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Figure 2.3. Bar chart of importance scores 
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Discover 
15% interest 

$7,500 credit limit 

MasterCard 
.. 20% interest 

$5,000 credit limit. 

B 

Visa 
10% interest 

$2,500 credit limit 

c 

Considering the three credit card offers above, 
which is the best, the second best, and the worst? 

Write letters in the spaces below: 

A, B, or C 

A, B, or C 

A, B, or C 

is the best 

is the second best. 

is the worst 

Exhibit 2.5. Final exercise 



Chapter 3 

Understanding the Value of Conjoint 
Analysis 

Market researchers face two main challenges as they provide market intelligence 
for managers: to meet managers' objectives with useful, valid results and to com­
municate those results effectively. Failure on either of these points is fatal. Con­
joint analysis provides useful results that, when presented well, are easy for man­
agers to embrace and understand. It is no wonder that conjoint analysis is the 
most rapidly growing and one of the most widely used market research tech­
niques today. This chapter discusses the benefits of conjoint analysis and finishes 
by highlighting a dangerous pitfall to avoid when presenting market simulators. 

3.1 Realism Begets Better Data 

Even though conjoint analysis involves more sophisticated survey design and 
analysis, and more effort by respondents, simpler approaches can be unrealis­
tic, even useless. Suppose we were conducting a study about laptop computers, 
and using a survey like the one in exhibit 3.1. Respondents can answer impor-
Hioce survey questions quickly. A recent research project recorded an average 
time per response of five seconds (Orme 2003). Most respondents answer with 
high ratings, while the bottom half of the scale is largely ignored. This results 
in sub-par data for statistical analysis: skewed distributions, with typically little 
differentiation between attributes. Such self-explicated importances reveal little 
about how to build a better laptop. How much battery life will buyers trade off 
for a given increase in processor speed? Further, stated importances often do not 
reflect true values. It may be socially desirable to say price is unimportant—after 
all, respondents do not want to appear cheap. Yet in real-world laptop purchases, 
price may become a critical factor. 

This chapter is adapted from an article published in Quirk's Market Research Review, March 1996. 
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When purchasing a laptop computer, how important is... 

(Circle one number per Item) 
Not Very 

Important Important 

Brand 
Battery life-
Processor-speed 
Weight' 
Price 

1 2 3 4 5 6 7 8 9 
1 2 3 4 5 6 7 8 9: 
1 2 3 4 5 6 7 8 9 
1 2 3 4 S 6 7 S 9 
1 2 3 4 5 6 7 6 9 

Exhibit 3.1. Importance survey questions 

Even though it is much easier on respondents to ask them to complete a grid 
such as shown in exhibit 3.1, these importance questions are not very meaningful. 
Buyers cannot always get the best of everything in the real world. They must 
make difficult trade-offs and concessions. When survey respondents (just like 
buyers) are forced to make difficult trade-offs, we learn the true value of product 
alternatives. And rather than ask respondents to react to generic terms like "bat­
tery life," we ask them to react to specific, realistic product specifications. The 
results are both meaningful and managerially actionable. 

Conjoint analysis aims for greater realism, grounds attributes in concrete de­
scriptions, and results in better discrimination among attribute importances. Con­
joint analysis creates a more appropriate context for research. Consider a pairwise 
trade-off question featuring laptop computers. See exhibit 3.2. 

Of course, conjoint questions can also be asked one product profile at a time, 
as in a traditional card sort. The rationale behind pairwise comparisons is this: 
People can make finer distinctions when they directly compare objects. For ex­
ample, if someone hands you a four-pound rock, takes it away, and then hands you 
a five-pound rock, chances are you will not be able to tell which is heavier. But 
if you hold one rock in each hand, you will have a much better chance of guess­
ing which weighs more. Despite the probable benefits of pairwise comparisons, 
we conducted a research study and found virtually no difference in the results for 
one-profile versus pairwise traditional conjoint analysis (Orme and King 1998). 

Another flavor of conjoint analysis offers even greater realism and extends the 
idea of side-by-side comparisons: choice-based conjoint (Louviere and Wood-
worth 1983; Sawtooth Software 1993). For a choice-based conjoint question 
about laptop computers, see exhibit 3.3. 

?. / Realism Begets Better Data 
2 1 

Which laptop computer would you rather purchase? 

2 GHzprocBSSor 
7-hour battery life 
$1,250 

1 2 
Strongly 
prefer 
left 

3 GHzrprocessor 
5-hour battery life 

$1,750 

4 5 6 
Indifferent 

8 9 
Strongly 

prefer 
right 

Exhibit 3.2. Pairwise trade-off question 

Which of the following laptop computers would you purchase? 

ThinkPad 
2 .GHz processor 

4 pounds 
12-hour battery 

$1,750 

HP 
3,GHz processor 

6 pounds 
7-hour battery 

$1,500 

Sony 
: 2 GHz processor 

5 pounds 
5-hour battery 

$1,250 

None: 
!f these were 
my only choices, 
I would defer 
,my purchase. 

Exhibit 3.3. Choice-based conjoint question 
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Figure 3.1. Choice-based conjoint demand curves 
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Figure 3.2. Estimating brand equity using points of equal relative demand 
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3.00 3.20 3.40 3.60 3.( 

Price (in dollars) 
4.00 4.20 

Figure 3.3. Estimating brand equity using points of equal price 

Another approach to assessing brand equity results from comparing prefer­
ences with all brands offered at the same price. Imagine that we continue drawing 
the vertical line from $3.50 through point B until it intersects Renew's demand 
curve. That point represents a relative preference or choice probability of 0.32, At 
$3.50, Balmex and PainFree have choice probabilities of 0.22 and 0.16, respec­
tively. See figure 3.3 with labeled points D, B, and E for Renew, Balmex, and 
PainFree, respectively, at the selected price point of $3.50. Brand equity may be 
estimated by using ratios of choice probabilities or percentages. At the selected 
price point of $3.50, Renew is preferred to Balmex by a ratio of §|, or it has 45 
percent higher preference than Balmex. Similarly, Renew is preferred to PainFree 
by a ratio of f| or 100 percent over PainFree. 

3.3 Strategic Pricing Research 

In an ideal world, researchers could accurately measure price sensitivity by ma­
nipulating prices in test markets and measuring changes in demand. While scan­
ner technology has made this sort of analysis more feasible than ever before for 
many categories of consumer goods, these real-world experiments often face sig­
nificant hurdles. Markets do not remain constant for the duration of the exper­
iment. Macroeconomic forces can alter demand. Competitors can change their 
prices and/or promotions. Buyers can stock up to take advantage of lower prices. 
And new products may be introduced. While conjoint pricing experiments are 
not as realistic as the real-world event, conjoint experiments hold market forces 
constant. They can test price ranges or new products outside of current offerings. 

In the demand curve example, Renew holds the enviable position of being 
preferred to Balmex and PainFree at all price levels. Notice also that the de­
mand curves in exhibits 3.1 through 3.3 are not parallel. Renew's preference 
declines at a slower rate than the other brands' as price increases. Respondents 
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are less price sensitive toward Renew than the other brands. The ability to more 
directly measure unique price sensitivities by brand is an advantage choice-based 
conjoint enjoys over traditional main-effects-only conjoint analysis. While it is 
true that differential price sensitivities can be observed through sensitivity simu­
lations from traditional full-profile conjoint analysis, most researchers believe that 
choice-based conjoint captures more accurate information about price sensitivity. 

Demand curves provide strategic information for pricing decisions. Suppose 
Renew is the market leader. Renew's manager is considering initiating a price cut, 
and her past experience suggests that the discount brands will react with similar 
price cuts. She could learn a great deal using conjoint data—enough to avoid 
a mistake. The slopes of the demand curves show that, if prices were lowered, 
Renew would gain share at a slower rate than Balmex or PainFree. So if she 
lowers the price and the other brands follow, Renew's market share and profits 

would decrease. 
Price elasticity can be quantified for each brand by examining the ratio of 

preference at the highest price versus preference at the lowest price. Alternatively, 
the price elasticity of demand (defined as percentage change in quantity demanded 
divided by percentage change in price) can be easily calculated for each brand in 
a choice-based conjoint study. 

Some managers have been so pleased with this approach to strategic pricing 
research that they have funded wave after wave of conjoint tracking studies. They 
compare demand curves across time periods to quantify changes in brand equity, 
to gauge the results of previous pricing or other marketing mix changes, and to 
formulate future strategy. 

Choice-based conjoint analysis has proven very useful and generally accurate 
for pricing decisions, especially when it comes to fast moving consumer goods. 
As an example, price sensitivity measurements by conjoint analysis for various 
Procter & Gamble products were shown to match well (on average) the price sen­
sitivities calculated from econometric models applied to actual sales data (Renkin, 
Rogers, and Huber 2004). 

3.4 Preference, Not Market Share 
About fifteen years ago, We were involved in a choice-based conjoint study for 
a manufacturer of personal computers. Our main contact was the pricing man­
ager whose objectives were to measure market awareness, preference, and price 
sensitivity for his sub-brands and major competitors. We conducted the study 
disk-by-mail and were soon delivering top-line conjoint results. This was prior 
to data collection over the Internet, so respondents received their computerized 
interviews on 3.5-inch floppy disks. 

Our client was skeptical when he saw that the conjoint analysis reported that 
one of the company's newly released brands, call it FastPC, was preferred to its 
well-established brands. The client insisted that this could not be right and that 
we check the data. We did—somewhat nervously, we might add—but found no 
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errors. In the meantime, he called his sales department for a sanity check. Sales 
reported that FastPC was flying off the shelf. FasfPC had exceeded all expecta­
tions. 

While this happy-ending story warms us inside, it also illustrates a limita­
tion of conjoint analysis. Conjoint analysis predicts preference, not market share. 
While the newly released FastPC was selling above expectations, its market share 
at that point fell short of established brands. Given enough time, adequate pro­
motion, and distribution, we would expect FastPC's market share to align more 
closely with conjoint results. 

Conjoint models do not predict market share due to a variety of reasons, in­
cluding the following: 

• Conjoint analysis assumes perfect information. In the conjoint interview, 
respondents are educated about available brands and features. In the real 
world, obscure brands have less chance of being purchased. Conjoint anal­
ysis cannot fully account for differences in awareness developed through 
advertising and promotion. 

• Conjoint analysis assumes that all products ire equally available. One 
brand is as conveniently selected as another in a conjoint interview. 

• Respondents might not accurately reflect potential buyers. Many will not 
have the interest, authority, or ability to purchase. 

• Results from conjoint analysis reflect the potential market acceptance of 
products and services, given proper promotion, distribution, and time. 

Many researchers quantify factors that conjoint analysis cannot account for and 
build them back into the model using external effect adjustments. While tiiis 
practice typically brings conjoint results more closely in line with actual market 
share, it draws us into a troublesome paradox. As more factors are accounted for 
and as we more accurately tune the conjoint model to market share, we start to 
believe that we have actually developed a valid market share predictor. 

Believing that we have an accurate predictor of market share can lead us to 
misuse a model. That said, conjoint models are excellent directional indicators. 
Conjoint analysis can reveal product modifications that can increase market share, 
but it will probably not reveal how much actual market share will increase. Con­
joint analysis can tell us that the market is more price sensitive for Brand A than 
Brand B, but we probably do not know the exact price sensitivity of either one. 
Conjoint analysis can identify which market segment will be most likely to pur­
chase your client's product, but probably not the exact number of units that will 
be purchased. 

The market simulator is usually the most anticipated deliverable for managers. 
Do not let this enthusiasm get out of hand. Conjoint simulators are directional 
indicators that can provide a great deal of information about relative feature im­
portances and preferences for product configurations. While conjoint simulators 
are excellent tools for revealing strategic moves that can improve the success of a 
product, they are not infallible market share predictors. Many other factors, such 
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as awareness, distribution, advertising, and product life cycles, drive market share 
in the real world. Conjoint models can be fine-tuned to account partially for these 
elements, but we must avoid thinking that adjusted conjoint models can consis­
tently and accurately predict volumetric absolutes such as market share. The only 
exception to this rule follows from careful validation based on real sales data, es­
tablishing a clear link between the calibrated conjoint model and sales volume for 
the specific product category and market in question. 

Conjoint analysis increases the return on research dollars by providing man­
agers with useful, valid information. Its realism leads to more accurate results and 
provides a strategic tool for quantifying brand equity and relative price sensitiv­
ity. To ensure success, researchers must carefully set management expectations 
regarding what conjoint analysis can and cannot do. 



Chapter 4 

A Short History of Conjoint Analysis 

The genesis of new statistical models has rarely been within the field of mar­
keting research. Marketing researchers have mainly borrowed from other fields. 
Conjoint analysis and the more recent discrete choice or choice-based conjoint 
methods are no exception. Conjoint methods were based on work in the sixties by 
mathematical psychologists and statisticians Luce and Tukey (1964), and discrete 
choice methods came from econometrics, building upon the work of McFadden 
(1974), 2000 Nobel Prize winner in economics. 

Marketers sometimes have thought (or been taught) that the word "conjoint" 
refers to respondents evaluating features of products or services "CONsidered 
JOINTly." In reality, the adjective "conjoint" derives from the verb "to conjoin " 
meaning "joined together." The key characteristic of conjoint analysis is that re­
spondents evaluate product profiles composed of multiple conjoined elements (at­
tributes or features). Based on how respondents evaluate the combined elements 
(the product concepts), we deduce the preference scores that they might have as­
signed to individual components of the product that would have resulted in those 
overall evaluations. Essentially, it is a back-door, decompositional approach to 
estimating people's preferences for features rather than an explicit, compositional 
approach of simply asking respondents lo rate the various features. The funda­
mental premise is that people cannot reliably express how they weight separate 
features of the product, but we can tease these out using the more realistic ap­
proach of asking for evaluations of product concepts through conjoint analysis. 

Let us not deceive ourselves. Human decision making and the formation of 
preferences is complex, capricious, and ephemeral. Traditional conjoint analy­
sis makes some heroic assumptions, including the proposition that the value of a 
product is equal to the sum of the values of its parts (i.e., simple additivity), and 
that complex decision making can be explained using a limited number of dimen­
sions. Despite the leaps of faith, conjoint analysis tends to work well in practice, 
and gives managers, engineers, and marketers the insight they need to reduce un-

This chapter is based upon an article first published in Quirk's Market Research Review, July/August 
2004. 
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Mactein E 
Rear-whes 

Four-

Exhibit 4.1. Conjoint card for automobiles 

certainty when facing important decisions. Conjoint analysis is not perfect, but 
we do not need it to be. With all its assumptions and imperfections, it still trumps 
other methods. 

4.1 Early Conjoint Analysis (1960s and 1970s) 
Just prior to 1970, marketing professor Paul Green recognized that Luce and 
Tukey's (1964) article on conjoint measurement, published in a non-marketing 
journal, might be applied to marketing problems: to understand how buyers made 
complex purchase decisions, to estimate preferences and importances for product 
features, and to predict buyer behavior. Green could not have envisioned the pro­
found impact his work on full-profile card-sort conjoint analysis would eventually 
achieve when he and coauthor Rao published their historic article "Conjoint Mea­
surement for Quantifying Judgmental Data" in the Journal of Marketing Research 
(JMR) (Green and Rao 1971). 

With early full-profile conjoint analysis, researchers carefully constructed a 
deck of conjoint cards based on published catalogs of orthogonal design plans. 
Each card described a product profile, such as shown in exhibit 4.1 for automo­
biles. 

Respondents evaluated each of perhaps eighteen separate cards and sorted 
them in order from best to worst. Based on the observed orderings, researchers 
could statistically deduce, for each individual, which attributes were most impor­
tant and which levels were most preferred. The card-sort approach seemed to 
work quite well as long as the number of attributes studied did not become too 
large. And researchers soon found that better data could be obtained by asking 
respondents to rate each card (say, on a ten-point scale of desirability) and using 
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Front-wheel drive 

Rear-wheel drive 

All-wheel drive 

Made in 
USA 

7 

9 

4 

Made in 
Europe 

6 

8 

2 

Made in 
Far East 

3 

5 

1 

Exhibit 4.2. Johnson's trade-off matrix with rank-order data 

ordinary least squares regression analysis to derive the respondent preferences. In 
1975 Green and Wind published an article in Harvard Business Review on mea­
suring consumer judgments for carpet cleaners, and business leaders soon took 
notice of this new method. 

Also just prior to 1970, a practitioner named Richard Johnson at Market Facts 
was working independently to solve a difficult client problem involving a durable 
goods product and trade-offs among twenty-eight separate product features, each 
having about five different realizations or levels. The problem was much more 
complex than those being solved by Green and coauthors with full-profile card-
sort conjoint analysis, and Johnson invented a clever method of pairwise trade­
offs. His paper on trade-off matrices was published in JMR (Johnson 1974). 
Rather than asking respondents to evaluate all attributes at the same time in full 
profile, Johnson broke the problem down into focused trade-offs involving just 
two attributes at a time. Respondents were asked to rank-order the cells within 
each table in terms of preference for the conjoined levels. 

In exhibit 4.2 we see a respondent who liked the all-wheel drive vehicle made 
in the Far East best and the rear-wheel drive vehicle made in the United States 
least. With Johnson's trade-off matrices, respondents would complete a number 
of these pairwise tables, covering all attributes in the study (but not all possi­
ble combinations of attributes). By observing the rank-ordered judgments across 
trade-off matrices, Johnson was able to estimate a set of preference scores and 
attribute importances across the entire list of attributes for each individual. Be­
cause the method only asked about two attributes at a time, a larger number of 
attributes could be studied than was generally thought prudent with full-profile 
conjoint methods. 

Near the end of the 1970s, academics Paul Green and Seenu Srinivasan pub­
lished an influential paper in the Journal of Consumer Research summarizing the 
use of conjoint analysis in industry, outlining new developments, and giving ad­
vice regarding best practices (Green and Srinivasan 1978). 
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4.2 Conjoint Analysis in the 1980s 

By the early 1980s, conjoint analysis was gaining in popularity, at least among 
leading researchers and academics possessing considerable statistical knowledge 
and computer programming skills. When commercial software became available 
in 1985, the floodgates were opened. Based on Green's work with full-profile 
conjoint analysis, Steve Herman and Bretton-Clark Software released a software 
system for IBM personal computers. 

Also in 1985, Johnson and his new company, Sawtooth Software, released a 
software system (also for the IBM personal computer) called Adaptive Conjoint 
Analysis (ACA). Over many years of working with trade-off matrices, Johnson 
had discovered that respondents had difficulty dealing with the numerous tables 
and in providing realistic answers. He discovered that he could program a com­
puter to administer the survey and collect the data. The computer could adapt >. 
the survey to each individual in real time, asking only the most relevant trade- ; 
offs in an abbreviated, more user-friendly way that encouraged more realistic re­
sponses. Respondents seemed to enjoy taking computer surveys, and some even 
commented that taking an ACA survey was like playing a game of chess with the i-
computer. • 

One of the most exciting aspects of these commercial conjoint analysis pro- I 
grams for traditional full-profile conjoint and ACA was the inclusion of what-if •; 
market simulators. Once the preferences of typically hundreds of respondents for 
an array of product features and levels had been captured, researchers or business 
managers could test the market acceptance of competitive products in a simu­
lated competitive environment. One simply scored the various product offerings 
for each individual by summing the preference scores associated with each prod­
uct alternative. Respondents were projected to choose the alternative with the 
highest preference score. The results reflected the percent of respondents in the 
sample that preferred each product alternative, which was called share of prefer­
ence. Managers could make any number of slight modifications to their products 
and immediately test the likely market response by pressing a button. Under the 
proper conditions, these shares of preference were fairly predictive of actual mar­
ket shares. The market simulator took esoteric preference scores (part-worth util­
ities) and converted them into something much more meaningful and actionable 
for managers (product shares). 

Conjoint analysis quickly became the most broadly used and powerful survey-
based technique for measuring and predicting consumer preference. Helping to 
fuel this interest was an influential case study published by Green and Wind 
(1989) regarding a successful application of conjoint analysis to help Marriott 
design its new Courtyard hotels. But the mainstreaming of conjoint analysis was 
not without its critics, who argued that making conjoint analysis available to the 
masses through user-friendly software was akin to "giving dynamite to babies." 
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If these were your available options, which car would you choose? 

Made in the 
Far East 

Rear-wheel drive 
Four-door 
.$16,000 

Made in 
Europe 

AII-wheeTdrive 
Two-door 
$20,000 

Made in the 
USA 

: Front-wheel drive 
Four-door 
$18,000 

None: 
If these were 
my only options, 
l would defer 
my purchase. 

Exhibit 4.3. A choice set for automobiles 

Those who experienced conjoint analysis in the late 1980s are familiar with 
the often acrimonious debates that ensued between two polarized camps: those 
advocating full-profile conjoint analysis and those in favor of ACA. In hindsight, 
the controversy had both positive and negative consequences. It certainly inspired 
research into the merits of various approaches. But it also dampened some of 
the enthusiasm and probably slowed the application of the technique. Some re­
searchers and business managers paused to assess the fallout. 

Prior to the release of the first two commercial conjoint analysis systems, 
Jordan Louviere and colleagues were adapting the idea of choice analysis among 
available alternatives and multinomial logit to, among other things, transportation 
and marketing problems. The groundwork for modeling choice among multiple 
alternatives had been laid by McFadden in the early 1970s. The concept of choice 
analysis was attractive: buyers did not rank or rate a series of products prior to 
purchase, they simply observed a set of available alternatives (again described in 
terms of conjoined features) and made a choice. From a theoretical and statistical 
standpoint, choice analysis was more defensible than ratings-based conjoint. But, 
from a practical standpoint, there were some challenges. A representative discrete 
choice question involving automobiles is shown in exhibit 4.3. 

Discrete choice analysis seemed more realistic and natural for respondents. 
It offered powerful benefits, including the ability to do a better job of mod­
eling interactions (i.e., brand-specific demand curves), availability effects, and 
cross-elasticities. Discrete choice analysis also had the flexibility to incorporate 
alternative-specific attributes and multiple constant alternatives. But the benefits 
came at considerable cost: discrete choice questions were an inefficient way to 
ask respondents questions. Respondents needed to read quite a bit of informa­
tion before making a choice, and a choice only indicated which alternative was 
preferred rather than strength of preference. 
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With discrete choice there typically was not enough information to model 
each respondent's preferences. Rather, aggregate or summary models of prefer­
ence were developed across groups of respondents. Aggregate models were sub­
ject to various problems such as independence from irrelevant alternatives (IIA or 
the red bus/blue bus problem) and ignorance of the separate preference functions 
for latent subgroups. Overcoming the problems of aggregation required building 
ever-more-complex models to account for attribute availability and cross-effects. 
These models, called mother logit models, were used by a relatively small and 
elite group of conjoint specialists throughout the 1980s. Given the lack of easy-
to-use commercial software for fitting discrete choice models, most marketing 
researchers had neither the tools nor the stomach for building them. 

4.3 Conjoint Analysis in the 1990s 

Whereas the 1980s were characterized by a polarization of conjoint analysts into 
ideological camps, researchers in the 1990s came to recognize mat no one con­
joint method was the best approach for every problem, and expanded their reper­
toires. Sawtooth Software facilitated the discussion by publishing research from 
its users and hosting the Sawtooth Software Conference. User case studies demon­
strated under what conditions various conjoint methods performed best. Saw­
tooth Software promoted the use of various conjoint methods by developing addi­
tional commercial software systems for full-profile conjoint analysis and discrete 
choice. 

Based on industry usage studies conducted by leading academics (Vriens, Hu-
ber, and Wittink 1997), ACA was the most widely used conjoint technique and 
software system worldwide. By the end of the decade, ACA would yield that po­
sition to discrete choice analysis. Two main factors were responsible for discrete 
choice analysis overtaking ACA and other ratings-based conjoint methods by the 
turn of the century: (1) the release of commercial software for discrete choice 
modeling (CBC for choice-based conjoint) by Sawtooth Software in 1993 and (2) 
the application of hierarchical Bayes (HB) methods to estimate individual-level 
models from discrete choice data (principally due to articles and tutorials led by 
Greg Allenby of Ohio State University). 

Discrete choice experiments are typically more difficult to design and ana­
lyze than traditional full-profile conjoint or ACA. Commercial software made it 
much easier to design and conduct CBC studies, while easy-to-use HB software 
made the analysis of choice data seem nearly as straightforward and familiar as 
the analysis of ratings-based conjoint. With individual-level models under HB, 
IIA and other problems due to aggregation were controlled or solved. This has 
helped immensely with CBC studies, especially for those designed to investi­
gate the incremental value of line extensions or me-too imitation products. While 
HB transformed the way discrete choice studies were analyzed, it also provided 
incremental benefits for traditional ratings-based conjoint methods. Traditional 
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conjoint methods had always estimated part-worth utilities at the individual level, 
bui HB offered the prospect of more accurate estimation. 

Other important developments during the 1990s included the following: 

• Latent class models for segmenting respondents into relatively homoge­
neous groups, based on preferences 

• Web-based data collection for all main flavors of conjoint and choice anal­

ysis 
» Improvements in computer technology for presenting graphics 
• Dramatic increases in computing speed and memory, making techniques 

such as HB feasible for common data sets 
* Greater understanding of efficient conjoint and choice designs using con­

cepts of level balance, level overlap, orthogonality, and utility balance 
• Statistical Analysis System (SAS) routines for the design of discrete choice 

plans using computerized searches (Kuhfeld, Tobias, and Garratt 1994) 
• Advances in the power and ease of use of market simulators offered both by 

commercial software developers and by consultants working with spread­
sheet applications 

The 1990s represented a decade of strong growth for conjoint analysis and 
its application in a fascinating variety of areas. Conjoint analysis had tradition­
ally been applied to fast-moving consumer goods, technology products and elec­
tronics, durables (especially automotive), and a variety of service-based products 
such as cell phones, credit cards, and banking services. Other interesting areas 
of growth for conjoint analysis included design of Web sites, litigation and dam­
ages assessment, human resources and employee research, and Web-based sales 
agents for helping buyers search and make decisions about complex products and 
services. By the end of the decade, analysts had become so trusting of the tech­
nique that some used conjoint analysis to help them personally decide among cars 
to buy or members of the opposite sex to date. 

4.4 Year 2000 and Beyond 
Much recent research and development in conjoint analysis has focused on doing 
more with less: stretching the research dollar using IT-based initiatives, reducing 
the number of questions required of any one respondent with more efficient design 
plans and HB estimation, and reducing the complexity of conjoint questions using 

partial-profile designs. 
Researchers have recently gone to great lengths to make conjoint analysis in­

terviews more closely mimic reality: using animated three-dimensional renditions 
of product concepts rather than static two-dimensional graphics or pure text de­
scriptions, and designing virtual shopping environments with realistic store aisles 
and shelves. In some cases the added expense of virtual reality has paid off in 
better data, in other cases it has not. 
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Since 2000, academics have been using HB-related methods to develop more 
complex models of consumer preference, relaxing the assumptions of addidvity 
by incorporating noncompensatory effects, incorporating descriptive and motiva­
tional variables, modeling the interlinking web of multiple influences and deci­
sion makers, and linking survey-based discrete choice data with sales data. Ad­
ditional research includes efforts to customize discrete choice interviews so that 
they adapt to individual respondents in real time. 

Interactive, customized discrete choice interviews can engage respondents in 
a dialog that probes their relevant decision space and reveals both compensatory 
(trade-off) and non-compensatory behavior (such as screening rules). It has long 
been held that buyers first screen available products to form consideration sets 
and then make choices within consideration sets. New research in adaptive CBC 
interviews has shown that staging the interview as a screening task (to select a 
consideration set) followed by focused trade-offs among considered products may 
lead to more accurate market simulation models, especially for high-involvement 
products and services described by many attributes (Gaskin, Evgeniou, Bailiff, 
and Hauser 2007; Johnson and Orme 2007). 

Software developers continue to make conjoint analysis more flexible, as well 
as faster and less expensive to carry out. Software systems often support multi­
ple formats, including paper-based, PC-based, Web-based, and hand-held-device 
interviewing. Developers keep a watchful eye on the academic world for new 
ideas and methods that appear to be reliable and useful in practice. Commercially 
available market simulators offer more actionable information as they incorporate 
price and cost data, leading to market simulations of revenues and profitability 
rather than just shares of preference. 

To reduce the amount of manual effort involved in specifying successive mar­
ket simulations to find better products, automated search routines are now avail­
able. These find optimal or near-optimal solutions when dealing with millions of 
possible product configurations and dozens of competitors—usually within sec­
onds or minutes. This has expanded opportunities for academics working in the 
area of game tiieory. These academics can study the evolution of markets as they 
achieve equilibrium, given a series of optimization moves by dueling competitors. 

Importantly, more people are becoming proficient in conjoint analysis as the 
trade is being taught to new analysts. Academics are including more units on 
conjoint analysis in business school curricula. A growing number of seminars 
and conferences are promoting conjoint training and best practices. And research 
is being published and shared more readily over the Internet. 

On the horizon, advances in the fields of neuromarketing and neuroeconomics 
seem particularly relevant to conjoint analysis. Rather than directly ask respon­
dents to rate or choose among product concepts, the response to conjoint stimuli 
may be simultaneously measured on multiple dimensions using brain imaging 
technology. Rather than building a single model of part-worth utilities to pre­
dict choice, researchers might develop different utility functions related to the 
ability of product characteristics to "light up" different areas of the brain asso-
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dated with (for example) euphoria, memories, risks, rational decision making, 
and fears. Such studies could help marketers gain insight into the key drivers op­
erating within the psyche that lead respondents to choose what they do. While 
this area seems promising, imaging technology is currently expensive and time-
consuming, and the interpretation of brain image scans involves many assump­
tions and uncertainties (Page and Raymond 2006). 

Yes, conjoint analysis is more than forty years old. But rather than stagnat­
ing in middle-age, it continues to evolve—transformed by new technology and 
methodologies, infused by new intellectual talent, and championed by business 
leaders. It is very much in the robust growth stage of its life cycle. In retrospect, 
very few would disagree that conjoint analysis represents one of the great success 
stories in quantitative marketing research. 



Chapter 5 

Choosing a Conjoint Method 

It is paradoxical that many new developments in the conjoint analysis field have 
made the methods better than ever but have also made it more difficult to choose 
among methods. Limitations which earlier caused researchers to reject one flavor 
of conjoint analysis in favor of another have been overcome, thus blurring the 
lines of distinction between the approaches. 

Conjoint analysis has become one of the most widely used quantitative tools 
in marketing research. When applied properly, it provides reliable and useful 
results. There are many conjoint methods. Just as the golfer doesn't rely on a 
single club, the conjoint researcher should weigh each research situation and pick 
the right combination of tools. It makes little sense to argue which method is the 
overall best approach. Each is designed to bring unique advantages to different 
research situations. 

To get a feeling for the variety of conjoint analysis methods, consider the soft­
ware packages offered by Sawtooth Software. Three primary systems are avail­
able: traditional full-profile conjoint analysis (also called conjoint value analysis 
or CVA), Adaptive Conjoint Analysis (ACA), and choice-based conjoint (CBC). 
These three software offerings are representative of the main trade-off approaches 
used in industry today. According to a survey of Sawtooth Software customers, 
the relative use of these approaches in the Sawtooth Software community is CVA 
(5%), ACA (13%), and CBC (82%) (Sawtooth Software 2008). See figure 5.1. 

5.1 Traditional Full-Profile Conjoint Analysis 

Sawtooth Software's version of traditional full-profile conjoint analysis is called 
CVA. Other software firms, including SPSS Inc. and SAS Institute, also offer 
traditional conjoint analysis systems. Fun-pj"ofjl£„£airjjpinj; has been a mainstay 
of the conjoint community for decades. Academics have suggested that the full-
profile approach is useful for measuring up to about sj^jittributes (Green and 

Adapted from a paper entitled "Which Conjoint Method Should I Use?" published in the Fall 1996 
issue of Sawtooth Solutions. Interest in the paper, along with a steady flow of new developments in 
the conjoint analysis field, led us to update the piece many times since its original publication. 
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Figure 5.1. Usage of Sawtooth Software conjoint methods 
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Srinivasan 1978). Tbat number varies from project to project depending on the 
u r i o f the attribute level text, the respondents' familiarity with the category 
a ^ b ^ a H L are shown as prototypes or pictures. Full-profile conjoint 
n Wsis may be used for paper-and-pencil studies, whereas ACA must be admm-

Se!erv"cornput e , Ful'profile conjoint can a.so be usedfor computer-as.sted 
nersonal interviews (CAPI) and Internet surveys. 
P Th gh the use of composite attributes, traditional full-*°fite » = t « n 
mea ure interactions between attributes such as brand and price. Compostte at-
X , e r a r e ere ted by including all combinations of levels from two or mo e 
! , m t e s For example, two attributes each with two levels can be combmed mto 

f o t f o u S a a r i b u t e . But interactions can only be measured in a limited 
Lnse with this approach. Interactions between attributes with more than two or 
three levels are better measured using CBC. 

Sawtooth Software's CVA program can design pairwise conjomt questton-
nairesmsingle concept card-sort designs. Showing one product at a fme encour-
« p o n d nts to evaluate products individually rather than m dtrect eompar -
T w H h a competitive set of products. It focuses on probing the acceptably of 
°pro ct offerfng rather than on the differences between competmve produte. 

If a comparative task is desired, CVA's pairwise approach may be used. Another 
St "a«ve isTeonduct a card-sort exercise. Though respondents vtew one prod­
uct per card, in the process of evaluating the deck, they usually compare them 

S ^ c t t : " t onden t s see the products in ful, profile (all .tribute, at once), 
they tend o ""simplification strategies if faced with too much information to 
"ocess. R e s p o n d e n t s ^ a y t e y i n ^ m ^ ^ 
(Gilbride and Allenby 2004; Hauser, Dahan, Yee, and Orlin 2006 lohnson and 
Orme 2007) Huber (1997) points out that buyers in the real world may stmph y 
fasks when facing complex decisions for certain categories, so stmphficatton ,s 
not by definition, always a bad thing. 

S t a r researchers have suggested that different respondents simplify ID differ-
e,u w y and the summary effect across respondents shenud reflec: UK: aggiegaK 

navior of real buyers. As a counterpoint a recent study we ™ ^ ^ y 

tooth Software showed that respondents w J t o t o A j ^ a B s j n a ^ C * ^ . 
Z i n c e d significantly different choices (on aggregate) than respondents who an-
^a$Z$Zz£z$W<?<*>>™ ** Orme 2007). Thts would sugges 
that simplification behavior by survey respondents ,s not innocuous. It » « 
ikelvThat survey respondents who simplify and answer questtonna.res rapidly 
ar" answering in ways\hat, a, both the individual level and in the aggregate, are 
not entirely consistent with how they would behave in real-world chotces. 

I 
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5.2 Adaptive Conjoint Analysis 

Released in 1985, Adaptive Conjoint Analysis (ACA) was Sawtooth Software's 
first conjoint analysis product. Other firms and academics have offered similar 
approaches, often referencing Sawtooth Software's product. ACA wejit on to be­
come the most popular conjoint software tool and method in both Europe and the 
United States throughout the 1990s (Vriens, Huber, and Wittink 1997). Shortly 
after the turn of the century, CBC became more widely used—more on that later. 
ACA is user-friendly for the analyst and respondent alike. But ACA is not the 
best approach for every situation. 

ACA's main advantage is its ability to measure more attributes than is ad­
visable with traditional full-profile conjoint or CBC. In ACA, respondents do 
not evaluate all attributes at the same time, which helps solve the problem of 
information overload that plagues many full-profile studies. Some academics and 
researchers have written that respondents cannot effectively process more than 
about six attributes at a time in a full-profile task. This is a useful guideline, but 
there is much debate about this. The number of attributes that respondents can 
realistically manage in full profile depends on many factors, including the length 
of the attribute text, the use of graphics, and the respondents' sophistication and 
familiarity with the subject. ACA can include up to thirty attributes, although typ­
ical ACA projects involve eight to fifteen attributes. With six or fewer attributes, 
ACA's results are similar to the full-profile approach, though there is little com­
pelling reason to use ACA in these situations. 

In terms of limitations, the foremost is that ACA must be administered by 
computer. The interview adapts to respondents' answers as the survey progresses, 
which cannot be done via paper-and-pencil. Like most traditional conjoint ap­
proaches, ACA uses a main-effects model. This means that part-worm utilities 
for attributes are measured in an all-else-equal context, without the inclusion of 
attribute interactions. This can be limiting for studies in which it is important to 
estimate the price sensitivity for each brand. ACA has another limitation with 
respect to pricing studies: When price is included as one of the attributes, its im­
portance is likely to be understated. The degree of understatement increases as 
the number of attributes studied increases. Recent studies have suggested that the 
importance of price can be understated by as much as two or three times, which 
is a significant problem (Pinnell 1994; Williams and Kilroy 2000). 

ACA is a hybrid approach, combining stated evaluations of attributes and lev­
els with conjoint pairwise comparisons. The first section of the interview employs 
a two-step self-explicated approach. Respondents rank or rate attribute levels 
(step 1), and then assign an importance to each attribute (step 2). 

See exhibit 5.1 for an illustration of the ranking of attribute levels in terms of 
preference, which is step 1 of ACA. If Esprit were the most preferred designer 
and Liz Claiborne the least preferred, then the appropriate step 2 would be to ask 
the respondent for a rating of the importance of the difference between Esprit and 
Liz Claiborne, as illustrated in exhibit 5.2. 
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Rank these designers from most to least preferred. 

Esprit'-
UzJOtaiborne 
Yves„Saint Laurent 

Exhibit 5.1. ACA step 1: Rank attributes in terms of preference 

If two designer dress suits were acceptable 
in all other ways, how important 
would this difference be? 

Esprit versus Liz Claiborne 

4 = extremely important 
3 = very important 
2 = somewhat important 
1 = not important at all 

Exhibit 5.2. ACA step 2: Rate importance of 
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Which of these designer dress suits do you prefer? 

Liz Claiborne 
Polyester -
$375 

. Yves Saint Laurent 
Silk 

$425 

1 2 3 
Strongly 
prefer 
left 

4 5 6 

Indifferent 

8 9 

Strongly 
prefer 
right 

Exhibit 5.3. ACA step 3: Pairs using graded rating scale 

The self-explicated section of ACA puts emphasis on evaluating products in a 
systematic, feature-by-feature manner, rather than judging products as a whole or 
in a competitive context. The importance questions (step 2) are often challenging 
for respondents to answer reliably. Research presented at the Sawtooth Software 
conference suggested that dropping the importance questions from ACA surveys 
may result in better market share predictions and greater discrimination among 
attributes (as long as hierarchical Bayes is used to estimate the part-worths) (King, 
Hill, and Orme 2004). Subsequent analyses by Orme and Loke (2005) support 
these findings. 

Using the information from the self-explicated section, ACA presents trade­
off questions in the form of graded pairs. That is, two products are shown, and 
respondents indicate which is preferred using a relative rating scale. See exhibit 
5.3 for an illustration. 

The product combinations are tailored to each respondent to ensure that each 
is relevant and meaningfully challenging. Each of the products is displayed in 
partial-profile, which means that only a subset (usually two or three) of the at­
tributes is shown for any given question. Because of the self-explicated intro­
ductory section, the adaptive nature of the questionnaire, and the ratings-based 
conjoint trade-offs, ACA is able to stabilize estimates of respondents' preferences 
for more attributes using smaller sample sizes than the other conjoint methods. 

Huber (1997) states that pairwise comparisons reflect the sort of purchase be­
havior wherein buyers compare products side-by-side. ACA does well for model­
ing high-involvement purchases, in which respondents focus on each of a number 
of product attributes before making a carefully considered decision. Purchases 
for low-involvement product categories described by only a few attributes along 
with pricing research studies are probably better handled using another method. 

5.3 Choice-Based Conjoint 

If these were your only options for designer dress suits, 
which would you choose? 

Yves Saint Laurent 
Polyester 

. $450 

Esprit 
Woo! 
$425 

Liz..Glai borne 
Silk 

None: 
If these were 
my only options.' 

...I'd defer my 
choice. 

Exhibit 5.4. Choice set for designer dress suits 

5.3 Choice-Based Conjoint 

Choice-based conjoint analysis started to become popular in the early 1990s and 
lately has become the most widely used conjoint technique in the world (Saw­
tooth Software 2008). CBC interviews closely mimic the purchase process for 
products in competitive contexts. Instead of rating or ranking product concepts, 
respondents are shown a set of products in full profile and asked to indicate which 
they would purchase. Exhibit 5.4 shows a choice set for designer dress suits. 

As in the real world, respondents can decline to purchase in a CBC interview 
by choosing none. If the aim of conjoint research is to predict product or service 
choices, it seems natural to use data resulting from choices. 

There are many variations of CBC questionnaires. Rather than asking re­
spondents to choose one from each set of product concepts, some researchers ask 
respondents to consider their next ten purchases, indicating how many of each 
product they would buy. This is known as cjrjrijjlucati&ftr Other researchers ask 
respondents to rank a full set of product alternatives or select the best and worst 
alternatives within each set. Most researchers favor the choice-based choose-
one approach. It is not clear whether the additional effort of allocating choices 
or ranking (partial or complete) results in more accurate market-level models of 
buyer behavior, though it clearly increases the potential information content and 
respondent effort per completed task. 

Pinnell (1999) has suggested that, rather than using allocation in CBC tasks, 
researchers can first ask respondents what occasions lead to different choices, and 
then ask respondents to make discrete choices based on different (and customized) 
occasion scenarios. For example, with beer purchases, people consume different 
brands depending on the consumption occasion (at home alone or at a party with 
friends). With breakfast cereal purchases, the choice depends on the individual in 
the family that will eat the cereal. And the prescription of medications by doctors 
depends on the characteristics of the patient. For these examples, separate models 
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could be built based on the specific occasion, with the results weighted across 
models to predict overall shares of choice. 

Huber (1997) argues that choice tasks are more immediate and concrete than 
abstract rating or ranking tasks. They ask respondents how they would choose, 
given a set of potential offerings. Choice tasks show sets of products, and there­
fore mimic buying behavior in competitive contexts. Because choice-based ques­
tions show sets of products in full-profile, they encourage more respondent sim­
plification than traditional full-profile questions. Comparing CBC to traditional 
full-profile conjoint or ACA generally shows that attributes that are important get 
greater emphasis, and attributes that are unimportant get less emphasis. 

Sawtooth Software offers a popular software program for CBC. Choice tasks 
can be administered via computer-assisted personal interviewing, telephone in­
terviewing, Internet surveys, or paper-and-pencil questionnaires. Another leading 
software provider, S AS Institute, provides superb routines for the design of CBC 
experiments. 

In contrast to either ACA or traditional full-profile conjoint (which automat­
ically provide respondent-level part-worth preference scores), CBC results have 
traditionally been analyzed at the aggregate or group level. But with the availabil­
ity of latent class and hierarchical Bayes (HB) estimation methods, both group-
and individual-level analyses are accessible and practical. There are a number of 
ways to analyze choice results, the most popular of which are described below. 

Aggregate Choice Analysis 

Aggregate choice analysis was the first way to analyze data from choice-based 
conjoint studies. It was argued that aggregate analysis could permit estimation 
of subtle interaction effects (say, between brand and price) due to its ability to 
leverage a great deal of data across respondents. For most commercial applica­
tions, respondents cannot provide enough information with ratings- or sorting-
based approaches to measure interactions at the individual level. While this ad­
vantage seems to favor aggregate analysis of choice data, academics and practi­
tioners have argued that consumers have unique preferences and idiosyncrasies 
and that aggregate-level models that assume homogeneity cannot be as accurate 
as individual-level models. 

Unless sophisticated cross-effects models are built, aggregate CBC analysis 
also suffers from its independence from irrelevant alternatives (IIA) assumption, 
often referred to as the red bus/blue bus problem. Very similar products in com­
petitive scenarios can receive too much net share. Models that assume IIA fail 
when there are differential substitution effects across brands. 
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Latent Class Analysis 

Latent, class analysis addresses respondent heterogeneity in choice data. Instead 
of developing a single set of part-worths to represent all respondents (as in ag­
gregate analysis), latent class simultaneously detects relatively homogeneous re­
spondent segments and calculates segment-level part-worths. If the market is truly 
segmented, latent class analysis can reveal much about market structure (includ­
ing group membership for respondents) and improve predictability over aggregate 
choice models. Subtle interactions can also be modeled with latent class analysis. 
To summarize, latent class analysis has the benefits of aggregate estimation while 
recognizing market heterogeneity. 

Hierarchical Bayes Estimation 

Hierarchical Bayes estimation (HB) offers a powerful way of borrowing infor­
mation from every respondent in the data set to improve the accuracy and stabil­
ity of each individual's part-worth estimates. It has consistently proven success­
ful in reducing the IIA problem and in improving the predictive ability of both 
individual-level models arid market simulation share results. HB estimation can 
employ either niain-effects-only models or models that also include interaction 
terms. But researchers are finding that many, if not most, of the interaction effects 
that were discovered using aggregate CBC analysis were actually due to unrecog­
nized heterogeneity (Orme and Heft 1999). So main-effects models with HB are 
often sufficient to model choice. I will explain this further. 

Suppose we have individual-level part-worths in a data set, and there are two 
types of respondents. One group prefers Honda and is less price-sensitive; the 
other prefers Saturn and is more price-sensitive. If we perform sensitivity simu­
lations with no interaction terms included, we will see that the demand or market 
share of Saturn changes,more in response to price changes than the demand or 
market share of Honda. That is, respondents who initially prefer Saturn are more 
likely to switch to Honda due to price changes than vice versa. Even with no in­
teraction terms included in HB models, a brand/price interaction can be revealed 
through market simulations. HB models can reflect between-group differences in 
price sensitivity. 

If interactions occur principally within individual preference structures (a per­
son's disutility for spending depends on the brand), then explicitly modeling in­
teraction terms may be necessary for accurate share predictions. Which approach 
is appropriate for your situation—models that represent respondent heterogene­
ity or models with interaction terms—may be difficult to tell. The benefits of 
individual-level part-worths make a compelling argument for HB estimation. I 
have consistently seen HB estimation outperform aggregate logit in predicting 
shares for holdout choices and shares in actual markets, even when there is only 
modest respondent heterogeneity. 
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5.4 Partial-Profile Choice-Based Conjoint 

Researchers that favor choice-based conjoint over ratings-based approaches have 
looked for ways to increase the number of attributes that can be measured ef­
fectively using CBC. One solution that has gained mixed support over the last 
few years is partial-profile CBC (Chrzan and Elrod 1995; Chrzan 1999). With 
partial-profile CBC, each choice question includes a subset of the total number of 
attributes being studied. These attributes are randomly rotated into the tasks, so 
across all tasks in the survey each respondent typically considers all attributes and 
levels. 

The problem with partial-profile CBC is that the data are spread quite thin. 
Each task has many attribute omissions, and the response is the less informa­
tive (though more natural) choice among alternatives. As a result, partial-profile 
CBC requires larger sample sizes to stabilize results relative to ACA. Despite this 
shortcoming, some researchers who used to use ACA for studying many attributes 
have shifted to partial-profile CBC. The individual-level parameter estimates have 
less stability than with ACA. But if the main goal is to achieve accurate mar­
ket simulations, some researchers are willing to accept larger standard errors in 
individual-level estimates. 

Partial-profile CBC results tend to reflect greater discrimination among most 
and least important attributes relative to ACA. Though with the latest versions of 
ACA, one can probably remove this point of differentiation by omitting ACA's 
self-explicated importance questions. That is not to say that increased discrimina­
tion between attributes in terms of importance in conjoint is always the goal. But 
we do want to avoid artificial flattening due to self-explicated questions. 

One obvious question that has not been resolved is whether partial-profile 
CBC is subject to the same price bias as ACA (i.e., understating price impor­
tance). We suspect that some of the price bias in ACA is due to the partial-profile 
nature of the process. Some early split-sample studies comparing partial- and full-
profile CBC suggested that price bias was not a problem for partial-profile CBC. 
A number of more recent studies tend to point to lower price sensitivity estimates 
for partial-profile CBC compared to full-profile CBC. 

Johnson, Huber, and Orme (2004) conducted a split-sample study that showed 
strong price bias for partial-profile choice. Another paper echoed this finding 
(Frazier and Jones 2004). Some researchers approach the problem of understating 
the importance of price by including price in each task and randomly selecting and 
ordering the remaining attributes. Including price in every choice task in partial-
profile displays, however, does not necessarily resolve the concerns related to 
estimating price elasticity accurately using partial-pro file choice. Recent studies 
suggest that price may still be understated even when included in each choice 
task. 
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5.5 Adaptive Choice-Based Conjoint 

Newer CBC-related techniques combine the best aspects of adaptive interviewing 
with the realism and accuracy of choice data. Some researchers are first asking 
respondents about considered brands and features, and including just those within 
follow-up CBC exercises. Related to that, a new adaptive choice-based conjoint 
method (ACBC) proposed by Sawtooth Software offers a question flow that incor­
porates the well-established theory that buyers make complex choices by forming 
a consideration set (typically using cut-off rules) and then choosing a product 
within that consideration set. ACBC displays relevant products for respondents 
to consider by patterning them after the preferred product that respondents have 
first specified using a build-your-own (BYO) exercise. 

Respondents find ACBC interviews more engaging, realistic, and relevant 
compared to traditional (static) CBC interviews. Even though the interviews are 
typically longer than standard CBC questionnaires, respondents generally prefer 
the overall experience. Sawtooth Software's ACBC questionnaire involves a pro­
gression of different-style choice exercises, which keeps things interesting. Plus, 
the products presented are centered around the respondent's preferred product 
concept, so they are more realistic and relevant. A handful of comparisons have 
been made between ACBC and standard CBC, and the part-worth utility results 
are generally quite similar (but not identical). ACBC captures more information 
at the individual level, often leading to more accurate predictions than standard 
CBC, even given smaller sample sizes for ACBC. Plus, the improved accuracy of 
individual-level preferences leads to better discrimination between respondents 
and more stable detection of useful market segments than standard CBC when 
applying common techniques such as latent class or cluster analysis. 

ACBC does not seem to be a replacement for standard CBC. For smaller and 
more standard problems involving four or fewer attributes (such as the common 
brand-package-price research), standard CBC approaches perform admirably. But 
for problems involving seven to fourteen attributes, for example, the early re­
search into ACBC is promising, Because it is such a new technique, it will take a 
few more years experience to learn the true value and place for ACBC. Sawtooth 
Software's ACBC is described more completely in chapter 12. 

5.6 Which Conjoint Method Should You Use? 

You should choose a method that adequately reflects how buyers make decisions 
in the marketplace. This includes not only the competitive context but also the 
way in which products are described in words and displayed with multimedia or 
physical prototypes. It also includes how products may be considered by respon­
dents. Is the product in a high-involvement category, for which respondents de­
liberate carefully on all features, or is it in a low-involvement category for which 
respondents simplify the choice task and choose almost intuitively? 

If you need to study many attributes, ACA or possibly partial-profile CBC 
have traditionally been considered. But, especially over the last five years, the 
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use of these approaches is waning. Partial-profile techniques are increasingly 
being viewed with suspicion, and researchers are generally displaying a greater 
amount of information in full profile within choice contexts. The traditional view 
that full-profile conjoint is limited to six attributes or fewer is being successfully 
challenged on a regular basis. Respondents seem to be able to deal with well-
organized grids of information even better than early researchers and academics 
had supposed. Rather than try to limit respondents to comparing just two products 
at a time (to simplify the task), researchers are finding that respondents can often 
efficiently manage six or more product concepts at a time. And the resulting part-
worth utilities tend to be better due to richer context. Displaying more rather than 
fewer product concepts per set often encourages respondents to reveal in-depth 
choice heuristics. In all cases, the number of attributes and product concepts we 
ask respondents to consider is a function of the amount of information that cleanly 
lays out on the page or computer screen. 

In some areas of the world, survey populations do not have access to personal 
computers, and it may be too expensive to provide them. If your study must be 
administered by paper-and-pencil, this eliminates ACA or ACBC from consider­
ation. 

If you are dealing with small sample sizes (especially n < 100), you should 
be cautious about using CBC unless your attribute list is relatively concise and 
respondents are able to answer more than the usual number of choice questions. 
ACBC, ACA and traditional full-profile conjoint will stabilize estimates using 
smaller samples faster than CBC. See chapter 7 for a more complete discussion 
of sample size considerations. 

For packaged goods research involving brand, package, and price, CBC with 
realistic store-shelf displays (often displaying dozens of product alternatives) is 
a robust approach. Increasingly, it is becoming hard to find reasons to prefer 
traditional ratings-based conjoint (CVA) or the ratings-based, partial-profile ACA 
method for general marketing research applications. CBC, as well as methods 
that leverage adaptive questioning and choice (such as ACBC), will dominate the 
conjoint landscape over the next decade. 

For some projects, it may be difficult to decide which method to use. When 
you face a situation in which more than one conjoint approach seems appropri­
ate, it is comforting to recognize that the methods, though different in approach, 
typically give quite similar results. 

Chapter 6 

Formulating Attributes and Levels 
in Conjoint Analysis 

Defining proper attributes and levels is arguably the most fundamental and critical 
aspect of designing a good conjoint study. An attribute (sometimes called a factor) 
is a characteristic of a product (e.g., color), made up of various levels (there must 
be at least two for each attribute) or degrees of that characteristic (e.g,, red, yellow, 
blue). The underlying theory of conjoint analysis holds that buyers view products 
as composed of various attributes and levels. Buyers place a certain part-worth 
utility on each of those characteristics, and we can determine the overall utility of 
any product by summing the value of its parts or levels. 

In conjoint experiments, respondents express their preferences for products 
described by varying levels of attributes. By observing how respondents evaluate 
products in response to changes in attribute levels, we can estimate the impact 
each attribute level has upon overall product preference. That is, we can estimate 
utilities associated with attribute levels. After we learn respondents' preferences 
for the various attribute levels, we can predict how buyers might respond to a 
product with any potential combination of levels in our study, whether or not that 
actual product was displayed during the interview. 

Typical full-profile conjoint studies in practice involve about eight or fewer 
attributes, each described on about two to five levels. Adaptive Conjoint Analysis 
(ACA) studies often include many more attributes, each also described on about 
two to five levels. Some attributes are nominal (e.g., color, brand), and we cannot 
know ahead of time whether respondents prefer one level over another. Some 
attributes are ordinal (e.g., expedited delivery versus normal delivery), and we 
know ahead of time that rational respondents would usually prefer the levels in 
a certain order. Other attributes, such as weight, speed, amount of money, or 
length of time, are quantitative in nature, with the order of levels determined by 
the attributes and objects being evaluated. 
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6.1 Present Appropriate Information 

Attribute descriptions should be concise statements with concrete meaning. Avoid 
using ranges to describe a single level of an attribute, such as "weighs 3 to 5 
kilos." Rather than leaving the interpretation to the respondent, it would be better 
to specify "weighs 4 kilos." Levels such as "superior performance" also leave too 
much in question. What does "superior performance" mean? Try to use specific 
language to quantify (if possible) the exact meaning of the level. 

Attributes that cannot be adequately described in words should be represented 
in multimedia. But if attributes do not require multimedia to adequately commu­
nicate their properties, it would probably be a mistake to make them multime­
dia. Though a multimedia interview might seem more attractive to respondents, 
it might bias the results in favor of multimedia attributes. 

Present just the right amount of information, neither too little nor too much. 
Some respondents have a difficult time dealing with more than about six to eight 
attributes in full-profile conjoint methods like CBC. When faced with too much 
information, respondents often resort to simplification strategies to deal with the 
difficulty of the task (Green and Srinivasan 1978). Unless respondents employ 
the same sort of simplification strategies when making real-world decisions, full-
profile results may place too much emphasis on the few most important features. 

6.2 Follow Guidelines in Defining Attributes 

Attribute definition is central to conjoint study design. Assembling the right com­
binations of attributes and attribute levels is critical to the success of conjoint 
studies. This section provides guidelines for defining attributes and attribute lev­
els for conjoint research. The guidelines apply to all varieties of conjoint analysis. 

Cover the Full Range of Possibilities for Attributes 

Attribute levels should cover the full range of possibilities for relevant existing 
products as well as products that may not yet exist, but that you want to investi­
gate. A market simulator allows you to extrapolate and interpolate. Interpolation 
is likely to produce acceptable results, but extrapolation is prone to error and 
should be avoided. One way to ensure that you are including the appropriate lev­
els and ranges is to ask your client to specify ahead of time the market simulations 
to be run during the analysis phase of your study. That exercise can often reveal 
weaknesses in your attribute specifications. 
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Use Independent Attributes 

Attributes should be independent. This is especially important for partial-profile 
conjoint studies such as ACA and partial-profile CBC. With partial-profile or hy­
brid conjoint (ACA involves both), attributes that overlap in meaning can get 
"double counted," resulting in too much inferred influence on product choice. It 
is therefore important to economize; including attributes with overlapping mean­
ings is wasteful. 

Furthermore, levels for related attributes may not combine naturally with one 
another. Though it can lead to more realistic interviews, it is often detrimental 
and sometimes fatal to prohibit levels from occurring with others. 

Define Mutually Exclusive Attribute Levels 

Levels within each attribute should be mutually exclusive. This point becomes 
clear when you specify products using the market simulator (during the analysis 
phase) and are forced to associate only a single level from each attribute with each 
product definition. Consider the following attribute with three levels: 

One Three-Level Attribute 

Sunroof 
Extended Warranty 
Global Positioning System (GPS) 

This formulation does not permit simulating preference for a car that has both a 
sunroof and a GPS. Similarly, we could not simulate preference for an automobile 
that had none of these features because there is no none level. There are two ways 
to resolve this quandary. We can create an attribute with all potential combinations 
of these features. This results in an eight-level attribute, if you include the option 
that none of these features is available: 

One Eight-Level Attribute 

Sunroof, Extended Warranty, GPS 
Sunroof, Extended Warranty, No GPS 
Sunroof, No Extended Warranty, GPS 
Sunroof, No Extended Warranty, No GPS 
No Sunroof, Extended Warranty, GPS 
No Sunroof, Extended Warranty, No GPS 
No Sunroof, No Extended Warranty, GPS 
No Optional Features 
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Or we can formulate three separate attributes each with two levels as follows: 

Sunroof 

No Sunroof 
Sunroof 

Extended Warranty 

No Extended Warranty 
Extended Warranty 

GPS 

No GPS 
GPS 

(Note that it is not necessary to state explicitly, for example, "No GPS." We could 
leave this level blank, so nothing would appear in that attribute position on the 
product profile.) 

Creating an attribute with eight levels adds seven parameters to the model 
(see chapter 8 to understand why it is not eight) and forces the measurement of 
an explicit three-way interaction. With this more complex model definition, we 
can investigate whether there are diminishing returns (or unexpected synergies) 
by bundling the features. Splitting the options into three distinct binary attributes 
adds only three parameters if interaction parameters are not estimated. 

Balance and Limit the Number of Attribute Levels 

The number of levels you use to define an attribute can have a significant bear­
ing on the results. The first concern has been called the number-of-levels effect 
(Currim, Weinberg, and Wittink 1981). All else being equal, attributes defined 
by more levels tend to get more importance. There is a large body of literature 
on this subject, and researchers recognize that both psychological and algorith­
mic effects play a role in the number-of-levels effect. The number-of levels effect 
is less problematic in ACA than full-profile conjoint methods such as CBC and 
traditional full-profile conjoint. 

Ideally, you should try to balance the number of levels across attributes, es­
pecially for quantitative attributes such as price, speed, and weight. But there are 
situations in which some attributes in the real world (such as brand) have many 
more levels than other attributes. There is an argument for making the conjoint 
task mimic reality rather than balancing the number of levels and sacrificing real­
ism. If in reality there are many more brands available on the shelf than package 
sizes, perhaps the same number-of-levels effect that influences conjoint analysis 
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results also influences real world choices. Buyers may pay more attention to brand 
variation than to variation in other attributes. 

Another guideline is that you limit the number of levels on which quantitative 
attributes are described. For most purposes, you should not need more than about 
five levels to describe attributes such as price or speed. It's usually better to have 
more data at each price point than to have thinner measurements at more price 
points. Measuring too many points along a quantitative function can result in 
imprecise part-worths and troublesome reversals. If you cover the entire range of 
interest with fewer levels, you can interpolate between levels within the market 
simulator to get finer granularity if needed. 

6.3 Use Prohibitions Sparingly 
When we impose prohibitions, we ensure that certain levels of one attribute never 
appear with certain levels of another attribute. Prohibitions or prohibiting pairs 
should be used sparingly or not at all. Specifying unnecessary or excessive prohi­
bitions is a common mistake in conjoint studies. 

The problem usually begins when the analyst or client notices that some prod­
uct combinations displayed during the interview are not realistic, given what cur­
rently exists in the market. Sometimes a product is shown with all the best fea­
tures at the lowest price, or two attribute levels that would not naturally occur 
in the real world are paired together. The inclination is simply to prohibit such 
combinations. 

Researchers should exercise great restraint when considering prohibitions. 
Too many prohibitions, in the best case, can lead to imprecise utility estimation 
and, in the worst case, confounded effects and the complete inability to calculate 
stable utilities. It is better to prompt respondents that they will see combinations 
during the interview that are not yet available in the market or that seem unlikely. 
You can urge respondents to answer as if these products were actually available 
today. 

There are other strategies for dealing with prohibitions. Consider an example 
with three brands of soda (e.g., Sawtooth Spritz, Kong Kola, and Martian Mist) 
and two package types (e.g., two-liter bottle or six-pack of twelve-ounce cans). 
Suppose that Martian Mist is only available in six-packs of twelve-ounce cans, 
and you are displaying actual pictures of the products, not potential products. 

Rather than define a prohibition between Martian Mist and the two-liter bottle, 
it would make more sense to combine these two attributes into a single composite 
attribute with five levels, as illustrated in exhibit 6.1, Using the single-attribute 
approach, no prohibitions are required, but you will not be able to assess easily 
brand and package type as separate effects. This is probably not an issue if market 
simulations are used as the primary method of presenting results. 
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Two Attributes with a Prohibited Pair 

Sawtooth Kong 
Spritz Kola 

Martian 
Mist 

Bottles 

Cans 

M 

One Five-Level Attribute 

Sawtooth Spritz Bottles 
Sawtooth Spritz Cans 
Kong Kola Bottles 
Kong Kola Cans 
Martian Mist Cans 

Exhibit 6.1. Resolving prohibitions with the composite-attribute approach 

In the face of moderate to severe prohibitions, Adaptive Conjoint Analysis 
and other partial-profile conjoint methods are more robust than full-profile con­
joint and full-profile choice-based conjoint methods. With full-profile methods, 
if two attributes have prohibited levels, the levels that appear for one attribute are 
necessarily correlated with the levels that appear for the other attribute. But with 
partial-profile methods, the two attributes do not always appear together within 
every conjoint question (one attribute may be missing). For such conjoint ques­
tions, those prohibitions have no effect, leading to relatively stable estimates of 
the levels for the two prohibited attributes. 

Chapter 7 

c" SampJeSize Issues 
for Conjoint Analysis 

"I'm about to conduct a; conjoint analysis study. How large_a ^mgle_size do I 
need? What wiltijerffie margin of.erxox.of my estimates if I use a sample of only 
100 respondents?" These are common questions. Unfortunately, they are difficult 
questions to answer because many issues come into play: 

• What is it exactly that you are trying to measure to get a statistically signifi­
cant result: a specific p r̂t-wojrjttu preference for a product, or the difference 
in preference between groups of people? 

• Do you expect that the differences between features/products/groups you 
are trying to detect are subtle or strong? 

• What level of certainty do you need to be able to act upon your conclu­
sions: 99% confidence, 90% confidence, or what? 

• How large is the total population in the market for your product? 
• What conjoint methodology do you plan to use? How many conjoint ques­

tions will each respondent answer? 
* Do you need to compare subsets of respondents, or are you going to be 

looking at results only as a whole? 
• How homogenous is your market? Do people tendjujbjnkjtfike, or are 

there strong differences in preferences among individuals? 
• How do you plan fo select your sample? Will it be a random sample or 

convenience sarriple? 
• How large of a/budget do you have for the project? 

Answers to these questions play a role in determining the appropriate sample 
size for a conjoint study. This chapter provides advice and tools to help conjoint 
researchers make sample size decisions.* It involves more statistical theory and 
formulas than other chapters, so please bear with me. 
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Though most of the principles that influence sample size determination are 
based on statistics, successful researchers develop heuristics for quickly deter­
mining sample sizes based on experience, rules-of-thumb, and budget constraints. 
Let us begin our discussion by making a distinction between sampling and mea­
surement error. Subsequent sections will discuss each of these sources of error. 

7.1 Sampling Error versus Measurement Error 
Errors are deviations from truth. In marketing research we are always concerned 
with reducing error in cost-effective ways. Assuming that you have selected the 
appropriate modeling method, there are two main sources of error that cause pref­
erence data to deviate from truth. The first is sampling error. 

Sampling error occurs when samples of respondents deviate from the under­
lying population. If we have drawn a randomjsample (each population element 
has an equal probability of being selected), sampling error Js duejo chance. If, 
on the other hand, our sample is not random (for example, a convenience sam­
ple), the sampling errors may be systematic. With random sampling, we reduce 
sampling error by simply increasing the sample s j z e _ \y j t n nonrandom sampling, 
however, there is no guarantee that increasing sample size will make the samples 
more representative of the population. 

To illustrate sampling error, assume we wanted to figure out how far the aver­
age adult can throw a baseball. If we drew a random sample of thirty people, and 
by chance happened to include Ichiro Suzuki (dutfielder for the Seattle Mariners), 
our estimate would likely be farther than the true distance for the average adult. 
It is important to note that the samples we use in marketing research are rarely 
random. Some respondents resist being interviewed and, by selecting themselves 
out of our study, are a source of nonresponse bias. 

A second source of error in conjoint data is measurement error. We reduce 
measurement error by having more or better data from each respondent. Consider 
again the example of the baseball toss. Suppose you are one of the study partic­
ipants. You throw the ball, but you accidentally step into an uneven spot on the 
ground, and the ball does not go as far as you typically could throw it. If we asked 
you to take another few tosses, and averaged the results, we would reduce the 
measurement error and get a better idea of how far you could throw a baseball. 

In conjoint analysis, we reduce measurement error by including more conjoint 
questions. We recognize, however, that respondents get tired, and there is a limit 
beyond which we can no longer get reliable responses, and therefore a limit to the 
amount we can reduce measurement error. 
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7.2 Binary Variables and Proportions 
Sampling error is expressed in terms of standard errors, confidence intervals, and 
margins of error. We can begin to understand what these terms mean by con­
sidering binary variables and proportions. In fact, we will spend a good deal 
of time talking about confidence intervals for proportions because the statistical 
principles can be applied to choice-based conjoint results and shares of choice in 
market simulations for all conjoint techniques. 

A binary variable is a categorical variable with exactly _two levels, such as a 
yes/no item on a consumer survey or a true/false checklist item. Many product 
attributes in conjoint studies have exactly two levels. And consumer choice itself 
is binary—to choose or not, to buy or not. Binary variables are usually coded as 
1 for yes and Ofor.no. Looking across a set of binary variables, we see a set of Is 
and Os. We can count the number of 1 s, and we can compute the proportion of 1 s, 
which is the number of Is divided by the sample size n. 

In statistical theory, the sampling distribution of the proportion is obtained 
by taking repeated random samples from the population and computing the pro­
portion for each sample. The standard error of the proportion is the standard 
deviation of these proportions across the repeated samples. The standard error of 
a proportion is given by thefollowing formula: 

s t anda rd er ror of a p ropor t ion = 

where p is the sample estimate of the proportion in the population, q = (1 — p), 
and n is the sample size. 

Most of us are familiar with the practice of reporting the results of opinion 
polls. Typically, a report may say something like this: "If the election were held 
today, Mike Jackson is projected to capture 50 percent of the vote. The survey 
was conducted by the XYZ company and has a margin of error of ±3 percent." 
What is margin of error? 

Margin of error refers to the upper and lower limits of a confidence interval. 
If we use what is known as the normal approximation to the binomial, we can 
obtain upper and lower limits of the 95% confidence interval for the proportion as 

margin of error for a p ropor t ion — ±1.96 

Going back to the polling report from XYZ company, we note that margin of 
error has a technical meaning in classical statistics. If XYZ were to repeat the poll 
a large number of times (with a different random sample each time), 95 percent 
of the confidence intervals associated with these samples would contain the true 
proportion in the population. But, of course, 5 percent of the confidence intervals 
would not contain the true proportion in the population. Confidence intervals are 
random intervals. Their upper and lower limits vary from one sample to the next. 

pq 
( n - 1 ) 

PQ 

( n - 1 ) 

http://Ofor.no
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Suppose we interview 500 respondents and ask whether they approve of the 
president's job performance, and suppose 65 percent say yes. What would be the 
margin of error of this statistic? We would compute the interval as follows: 

The margin of error is ±4.2 percent for a confidence interval from 60.8 to 69.2 
percent. We expect 95 percent of the confidence intervals constructed in this way 
to contain the true value of the population proportion. 

Note that the standard error of the proportion varies with the size of the pop­
ulation proportion. So when there is agreement among people about a yes/no 
question on a survey, the value of p is closer to one or zero, and the standard error 
of the proportion is small. When there is disagreement, the value of p is closer to 
0.50, and the standard error of the proportion is large. For any given sample size 
n, the largest value for the standard error occurs when p = 0.50. 

When computing confidence intervals for proportions,* then, the most conser­
vative approach is to assume that the value of the population proportion is 0.50. 
That is, for any given sample size and confidence interval type, p = 0.50 will 
provide the largest standard error and the widest margin of error. Binary variables 
and proportions have this special property—for any given sample size n and con­
fidence interval type, we know the maximum margin of error before we collect 
the data. The same cannot be said for continuous variables, which we discuss in 
the next section. 

7.3 Continuous Variables and Means 

With continuous variables (ratings-based responses to conjoint profiles), one can­
not estimate the standard error before fielding a study. The standard error of 
the mean is directly related to the standard deviation of the continuous variable, 
which differs from one study to the next and from one survey question to the next. 
Assuming a normal distribution, the standard error of the mean is given by 

„ , s t anda rd deviat ion s t andard er ror of the mean = p= 
V n 

And the margin of error associated widi a 95% confidence interval for the mean 
is given by 

margin of error for the mean = ±1.96(standard er ror of the mean) 
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Suppose we had conducted an ACA study with forty respondent interviews. 
We want to estimate purchase likelihood for a client's planned product introduc­
tion with a margin of error of ±3 and a 95% confidence level. We run an ACA 
market simulation to estimate purchase likelihood on a 100-point scale, and the 
simulator reports the standard error next to the purchase likelihood estimate: 

Total Respondents = 40 

Purchase Standard 
Likelihood Error 

Product A 78.34 3.06 

The margin of error is ±1.96 x 3.06 = ±6.00, so we need to cut the margin of 
error in half to achieve our ±3 target level of precision. We know that the standard 
error of the mean is equal to the standard deviation divided by the square-root 
of the sample size. To decrease the standard error by a factor of two, we must 
increase sample size by a factor of four. Therefore, we need to interview about 
40 x 4 — 160 or 120 additional respondents to obtain a margin of error of ±3 for 
purchase likelihood. 

7.4 Small Populations and the Finite Population Correction 

The examples we have presented thus far have assumed infinite or very large 
populations. But suppose that, instead of estimating the job performance rating of 
the president by the United States population at large, we wanted to estimate (with 
a margin of error of ±3 percent) the job performance rating of a school principal 
by members of the PTA. Suppose there are only 100 members of the PTA. How 
many PTA members do we need to interview to achieve a margin of error of ±3, 
percent for our estimate? 

First, we introduce a new term: finite population correction. The formula 
for the finite population correction is /jyl n , where n is the sample, size and Â  
is the population size. The formula for the finite population correction is often 
simplified to (1 — / ) , where / — ~, which is approximately equivalent to ^ j | 
for all except the smallest of populations. 

After a population reaches about 5,000 individuals, one can generally ignore 
the finite population correction factor because it has a very small impact on sam­
ple size decisions. Using the simplified finite population correction for a finite 
sample, the margin of error for a proportion and a 95% confidence interval is 
equal to 

The finite population correction may also be used for continuous variables and 
means. 
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With a population of 100, we can solve for n assuming an expected propor­
tion. The worst-case scenario (i.e., the one that has the largest standard error) is 
for a 0.50 proportion, so it is standard to let p = 0.50. Solving for n, we discover 
that we would need to interview 92 PTA members, or 92 percent of the population 
to achieve a margin of error of ±3 percent. 

The important point to be made is that with small •pQpu.latjons;;:you may have 
to interview a significant proportion of the population to achieve stable estimates. 
Suppose your client produces a very expensive, highly specialized piece of ma­
chinery, for which there were only,,.100, total potential customers in the world. 
Given many people's unwillingness to complete surveys, it will likely be much 
more difficult to complete surveys with 92 out of 100 potential buyers of this 
product than to interview, say, 1,000 potential buyers of something like office 
chairs, for which there are so many buyers as to approximate an infinite popula­
tion. Even so, in terms of estimating a proportion, both scenarios lead to the same 
margin of error when projecting to the population of interest. 

Conjoint studies may be used for large or small populations. We can use con­
joint analysis for even the smallest of populations, provided we interview enough 
respondents to represent the population adequately. 

7.5 Measurement Error in Conjoint Studies 

Many researchers and dozens of data sets have demonstrated that conjoint util­
ities do a good job of predicting individual respondents' preferences for prod­
ucts. Holdout choice sets (choice tasks not used to estimate utilities) are often-
included in conjoint questionnaires. Using the conjoint data, a respondent's hold­
out choices usually can be predicted with a hit rate of roughly 75 to 8.5 percent. 
These choice tasks typically include between three and five different product con­
cepts, so by chance we expect a success rate between 20 and 33 percent. 

The hit rates with conjoint are significantly greater than chance and signifi­
cantly better than the marketer's best guesses—even if the marketer knows each 
customer very well. In fact, conjoint predictions at the individual level frequently 
approach or sometimes even exceed test-retest reliability, suggesting that a good 
set of conjoint utilities is about as reliable at predicting choices to repeated hold­
out tasks as the respondents' earlier choices. 

If there were only one buyer of your product in the world, you could learn 
a great deal about that individual's preferences from a conjoint interview. The 
utility data would be reasonably accurate for predicting his or her preferences 
and weights placed upon attributes. We can learn a great deal about an individ­
ual respondent provided we ask that respondent the right questions and enough 
questions. Let us consider numbers of conjoint questions or tasks needed for 
alternative methods of conjoint analysis. 
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Adaptive Conjoint Analysis 

An Adaptive Conjoint Analysis (ACA) interview results in a set of utilities for 
each individual. We want conjoint measurements for each individual in the study 
to be as accurate as possible. 

Of the three conjoint methods discussed in this chapter, ACA is the best at 
reducing measurement error. ACA's interviews adapt to the respondent, asking 
questions designed to be maximally relevant and efficient for refining utility esti­
mates. The priors section helps in stabilizing the utility estimates at the individual 
level. One sees fewer reversals in part-worths (out-of-order utilities) for ordered 
attributes like price in ACA than in traditional conjoint and choice-based conjoint 
with individual estimation. 

In ACA, one needs to decide how many pairs questions to ask. The number of 
pairs each respondent completes plays a significant role in deducing measurement 
error. The suggested number of pairs is 3(K — k — 1) — K, where K is the total 
number of levels across all attributes and k is number of attributes. If respondents 
answer as many pairs as suggested, a total of three times the number of obser­
vations as parameters are available at the individual level for computing utilities 
(this includes information from the self-explicated priors). Sometimes the sug­
gested number of pairs is greater than respondents can reasonably do. You should 
make sure not to overburden respondents because this can lead to poor results. 
You can ask fewer than the recommended number of pairs, though this increases 
the measurement error for each individual. 

If your sample size is particularly small and the number of attributes to mea­
sure is large, ACA may be the best tool to use. In fact, it is possible to have an 
entire research study designed to learn about the preferences of one respondent, 
such as an important buyer of an expensive industrial product. As we discussed in 
chapter 5, there are many considerations for determining whether ACA is appro­
priate for a study. For further discussion of ACA measurement, estimation, and 
sample size issues, see Johnson (1987a). 

Traditional Conjoint Studies 
Like ACA, traditional;full-profile conjoint (such as Sawtooth Software's CVA 
or SPSS's conjoint moduFey usually leads to the estimation of individual-level 
part-worth utilities. Again, the minimum sample size is one. But, because the 
traditional conjoint methodology does not include a self-explicated priors section, 
its utilities tend to have greater variability (larger standard errors) at the individual 
level relative to ACA (holding respondent effort equal). 

One should include enough conjoint questions or cards to reduce measure­
ment error sufficiently. Sawtooth Software's CVA manual suggests asking enough 
questions to obtain three times th.enumber.pfobservations as parameters to be es­
timated, or a number equal |o 3(K ~k +1) ,_^here K is the total number of levels 
across all attributes and k is the~number of attributes. 

"^ // ,-/// if a - u A ] . 

http://th.enumber.pf
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Respondents sometimes lack the energy or patience to answer many ques­
tions. We need to strike a good balance between overworking the respondent (and 
getting noisy data) and not asking enough questions to stabilize the estimates. 

Choice-Based Conjoint 

Though generally considered more realistic than traditional conjoint, choice-based 
questions are a relatively inefficient way to learn about preferences. As a result, 
sample sizes are typically larger than with ACA or traditional ratings-based con­
joint, and choice-based conjoint (CBC) results have traditionally been analyzed 
by aggregating respondents. Lately, hierarchical Bayes has permitted individual-
level estimation of part-worth utilities from CBC data. But to compute individual-
level models, HB uses information from many respondents to refine the utility 
estimates for each individual. Therefore, one usually does not calculate utilities 
using a sample size of one. It should be noted, however, that logit analysis can be 
run at the individual level, if the number of parameters to be estimated is small, 
the design is highly efficient, and the number of tasks is large. 

There are rules-of-thumb for determining sample sizes for CBC if we are will­
ing to assume aggregate estimation of effects. Like proportions, choices reflect 
binary data, and the rules for computing confidence intervals for proportions are 
well defined and known prior to collecting data. 

Consider a design with three brands and three prices. Assume each person 
completes ten tasks, and each task displays three products (i.e., each brand and 
price occurs once per task). If we interview 100 respondents, each brand will have 
been available for choice 

(100respondents) x (10tasks) X i concep s) _ oOOtimes 
. ^ (3 brands) 

Johnson and Orme (1996) looked at about twenty commercial choice-based 
conjoint data sets and determined that having each respondent complete ten tasks 
is about as good at reducing error as having ten times as many respondents com­
plete one task. Of course, in the limit this suggestion is ridiculous. It does not 
make sense to say that having one respondent complete 1,000 tasks is as good as 
having 1,000 respondents complete one task. But, according to Johnson and Orme 
(1996) simulation results, if a researcher obtains data from three to four hundred 
respondents, doubling the number of tasks they complete is about as good (in 
terms of reducing overall error) as doubling the sample size. It makes sense from 
a cost-benefit standpoint, then, to have respondents complete many choice tasks. 

Johnson, who is the author of Sawtooth Software's CBC System, has recom­
mended a rule-of-thumb when determining minimum sample sizes for aggregate-
level full-profile CBC modeling: set 

nta 
>500 

c 
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where n is the number of respondents, t is the number of tasks, a is number of 
alternatives per task (not including the none alternative), and c is the number of 
analysis cells. When considering main effects, c is equal to the largest number of 
levels for any one attribute. If you are also considering all two-way interactions, 
c is equal to the largest product of levels of any two attributes (Johnson and Orme 
2003). 

Over the years, we have become concerned that practitioners use Johnson's 
rule-of-thumb to justify sample sizes that are too small. Some fee! that they will 
have ample stability in estimates when each main-effect level of interest is repre­
sented across the design about 500 times. But 500 was intended to be a minimum 
threshold when researchers cannot afford to do better. It would be better, when 
possible, to have 1,000 or more representations per main-effect level. 

7.6 Typical Sample Sizes and Practical Guidelines 
The recommendations below assume infinite or very large populations. They are 
based on the theories above and our observations of common practices in the 
market research community: 

• Sample sizesVor conjoint studies generally range from about 150 to 1,200 
respondents:' 

• If the purpose of your research is to compare groups of respondents and 
detect significant differences, you should use a large enough sample size 
to accommodate a minimum of about 200 per group. Therefore, if you 
are conducting a segmentation study and plan to divide respondents into 
as many as four groups (i.e., through cluster analysis) it would be wise 
to include, at a minimum, 4 x 200 = 800 respondents. This, of course, 
assumes your final group sizes will be about equal, so one would usually 
want more data. The stronger segmentation studies include about 800 or 
more respondents. 

• For robust quantitative research where one does not intend to compare sub­
groups, I would recommend at least 300 respondents. For investigational 
work and developing hypotheses about a market, between thirty and sixty 
respondents may do. 

These suggestions have to be weighed against research costs. There are dif­
ficult decisions to be made based on experience, the application of statistical 
principles, and sound judgment. If, after the fact, you find yourself question­
ing whether you really needed to have collected such a large sample size for a 
particular project, it is an interesting exercise to delete a random subset of the 
data to see how having fewer respondents would have affected your findings. 
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A thorough discussion of sampling and measurement errors would require 
more time and many more pages. The reader is encouraged to consult other 
sources in these areas. For statistics and sampling see Snedecor and Cochran 
(1989) and Levy and Lemeshow (1999). For measurement theory see Nunnally 

Chapter 8 

Traditional Conjoint Analysis 
with Excel 

A traditional conjoint analysis may be thought of as a multiple regression prob­
lem. The respondent's ratings for the product concepts are observations on the 
dependent variable. The characteristics of the product or attribute levels are ob­
servations on the independent or predictor variables. The estimated regression 
coefficients associated with the independent variables are the part-worth utilities 
or preference scores for the levels. The R2 for the regression characterizes the 
internal consistency of the respondent. 

Consider a conjoint analysis problem with three attributes, each with levels as 
follows: 

Brand Color Price 
A Red $50 
B Blue $100 
C $150 

For simplicity, let us consider a full-factorial experimental design. A full-factorial 
design includes all possible combinations of the attributes. There are 18 possible 
product concepts or cards that can be created from these three attributes: 

3 brands x 2 colors x 3 prices = 18 cards 

Further assume that respondents rate each of the 18 product concepts on a scale 
from 0 to 10, where 10 represents the highest degree of preference. Exhibit 8.1 
shows the experimental design. 

We can use Microsoft Excel to analyze data from traditional conjoint ques­
tionnaires. This chapter shows how to code, organize, and analyze data from one 
hypothetical respondent, working with spreadsheets and spreadsheet functions. 
Multiple regression functions come from the Excel Analysis ToolPak add-in. 
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Card 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 

Brand 

A 
A 
A 
A 
A 
A 
B 
B 
B 
B 
B 
B 
C 
C 
C 
C 
C 
C 

Color 

Red 
Red 
Red 
Blue 
Blue 
Blue 
Red 
Red 
Red 
Blue 
Blue 
Blue 
Red 
Red 
Red 
Blue 
Blue 
Blue 

Price 
($) 

50 
100 
150 
50 

100 
150 
50 

100 
150 
50 

100 
150 
50 

100 
150 
50 

100 
150 

Exhibit 8.1. Full-factorial experimental design 
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8.1 Data Organization and Coding 
Assume the data for one respondent have been entered into an Excel spreadsheet, 
illustrated in exhibit 8.2. The first card is made up of the first level on each of 
the attributes: (Brand A, Red, $50). The respondent rated that card a 5 on the 
preference scale. The second card has the first level on brand and color and the 
second level on price: (Brand A, Red, $100). This card gets a 5 on the preference 
scale. And so on. 

After collecting the respondent data, the next step is to code the data in an 
appropriate manner for estimating utilities using multiple regression. We use a 
procedure called dummy coding for the independent variables or product charac­
teristics. In its simplest form, dummy coding uses a 1 to reflect the presence of a 
feature, and a 0 to represent its absence. The brand attribute would be coded as 
three separate columns, color as two columns, and price as three columns. Ap­
plying dummy coding results in an array of columns as illustrated in exhibit 8.3. 
Again, we see that card 1 is defined as (Brand A, Red, $50), but we have expanded 
the layout to reflect dummy coding. 

To this point, the coding has been straightforward. But there is one com­
plication that must be resolved. In multiple regression analysis, no independent 
variable may be perfectly predictable based on the state of any other independent 
variable or combination of independent variables. If so, the regression procedure 
cannot separate the effects of the confounded variables. We have that problem 
with the data as coded in exhibit 8.3, since, for example, we can perfectly predict 
the state of Brand A based on the states of Brand B and Brand C. This situation is 
called linear dependency. 

To resolve this linear dependency, we omit one column from each attribute. 
It really doesn't matter which column (level) we drop, and for this example we 
have excluded the first level for each attribute, to produce a modified data table, 
as illustrated by exhibit 8.4. 

Even though it appears that one level from each attribute is missing from 
the data, they are really implicitly included as reference levels for each attribute. 
The explicitly coded levels are estimated as contrasts with respect to the omitted 
levels, which are constrained to have a weight of 0. 
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1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

A I 
C a r d 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 

B I 
Brand 

1 
1 
1 
1 
1 
1 
2 
2 
2 
2 
2 
2 
3 
3 
3 
3 
3 
3 

c 1 
Color 

1 
1 
1 
2 
2 
2 
1 
1 
1 
2 
2 
2 
1 
1 
1 
2 
2 
2 

D I 
Price 

50 
100 
150 

50 
100 
150 

50 
100 
150 

50 
100 
150 

50 
100 
150 

50 
100 
150 

E 

Preference 
. 5 

5 
0 
8 
5 
2 
7 
5 
3 
9 
6 
5 

10 
7 
5 
9 
7 
6 

Exhibit 8.2. Excel spreadsheet with conjoint data 
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1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

H I 
C a r d 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 

i | 

A 
1 
1 
1 
1 
1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

J" | K | 

B C 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
1 0 
1 0 
1 0 
1 0 
1 0 
1 0 
0 1 
0 1 
0 1 
0 1 
0 1 
0 1 

L | M | 

Red Blue 
1 0 
1 0 
1 0 
0 1 
0 1 
0 1 
1 0 
1 0 
1 0 
0 1 
0 1 
0 1 
1 0 
1 0 
1 0 
0 1 
0 1 
0 1 

N | 0 j P | 

$ 5 0 $ 1 0 0 $ 1 5 0 
1 0 0 
0 1 0 
0 0 1 
1 0 0 
0 1 0 
0 0 1 
1 0 0 
0 1 0 
0 0 1 
1 0 0 
0 1 0 
0 0 1 
1 0 0 
0 1 0 
0 0 1 
1 0 0 
0 1 0 
0 0 1 

Q 

Preference 
5 
5 
0 
8 
5 
2 
7 
5 
3 
9 
6 
5 

10 
7 
5 
9 
7 
6 

Exhibit 8.3. Excel spreadsheet with coded data 
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1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

s 1 
Card 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 

T 1 
B 
0 
0 
0 
0 
0 
0 
1 
1 
1 
1 
1 
1 
0 
0 
0 
0 
0 
0 

u I 
c 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 
1 
1 
1 

V | W | X | 

Blue $100 $150 
0 0 0 
0 1 0 
0 0 1 
1 0 0 
1 1 0 
1 0 1 
0 0 0 
0 1 0 
0 0 1 
i 0 0 
1 1 0 
1 0 1 
0 0 0 
0 1 0 
0 0 1 
1 0 0 
1 1 0 
1 0 1 

V 

Preference 
5 
5 
0 
8 
5 
2 
7 
5 
3 
9 
6 
5 

10 
7 
5 
9 
7 
6 

Exhibit 8.4. Modified data table for analysis with Excel 
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8.2 Multiple Regression Analysis 
Microsoft Excel offers a simple multiple regression tool (under Tools + Data 
Analysis + Regression with the Analysis Toolpak add-in installed). Using the 
tool, we can specify the preference score (column Y) as the dependent variable 
(Input Y Range) and the five dummy-coded attribute columns (columns T through 
X) as independent variables (Input X range). You should also make sure a con­
stant is estimated; this usually happens by default (by not checking the box labeled 
"Constant is zero"). 

The mathematical expression of the model is as follows: 

Y = b0 4- &i(Brand B) + 6a(Brand C) + 63(Blue) + b4(mO) + 65($150) + e 

where Y is the respondent's preference for the product concept, b0 is the constant 
or intercept term, h through 65 are beta weights (part-worth utilities) for the fea­
tures, and e is an error term. In this formulation of the model, coefficients for the 
reference levels are equal to 0. The solution minimizes the sum of squares of the 
errors in prediction over all observations. 

A portion of the output from Excel is illustrated in exhibit 8.5. Using that out­
put (after rounding to two decimal places of precision), the utilities (coefficients) 
are the following: 

Brand Color Price 
A = O.OCT Red = 0.00 $ 50 = 0.00 
B = 1.67 Blue =1.11 $100 = -2.17 
C = 3.17 $150--4.50 

The constant or intercept term is 5.83, and the fit for this respondent R2 = 0.90. 
Depending on the consistency of the respondent, the fit values range from a low 
of 0 to a high of 1.0. The standard errors of the regression coefficients (betas) 
reflect how precisely we are able to estimate those coefficients with this design. 
Lower standard errors are better. The remaining statistics presented in ExcePs 
output are beyond the scope of this chapter and are generally not of much use 
when considering individual-level conjoint analysis problems. 

Most traditional conjoint analysis problems solve a separate regression equa­
tion for each respondent. Therefore, to estimate utilities, the respondent must 
have evaluated at least as many cards as parameters to be estimated. When the 
respondent answers the minimum number of conjoint cards to enable estimation, 
this is called a saturated design. While such a design is easiest on the respon­
dent, it leaves no room for respondent error. It also always yields an R of 1, and 
therefore no ability to assess respondent consistency. 
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SUMMARY OUTPUT 

Multiple R 
R Square 
Adjusted R Sq 
Standard Erroi 
Observations 

ANOVA 

Regression 
Residual 
Total 

Intercept 
X Variable 1 
X Variable 2 
X Variable 3 ' 
X Variable 4 
X Variable 5 

0.94890196 
0.90041494 
0.85892116 
0,94280904 

18 

df 
5 

12 
17 

SS 
96.4444444 
10.6666667 
107.111111 

Coefficients Standard Error 
5.83333333 
1.66666667 
3,16666667 
1.11111111 

-2.16666667 
-4.5 

0.54433105 
0.54433105 
0.54433105 
0.44444444 
0.54433105 
0.54433105 

MS 
19.2888889 
0.88888889 

tStat 
10.7165176 
3.06186218 
5.81753814 

2.5 
-3.98042083 
-8.26702788 

F 
21.7 

P-value 
1.6872E-07 
0.00986485 
8.2445E-05 
0.0279154 
0.0018249 

2.6823E-06 

1.2511E-05 

Exhibit 8.5. Conjoint analysis with multiple regression in Excel 
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One can easily determine the number of parameters to be estimated in a tra­

ditional conjoint analysis: 

# pa ramete r s to be es t imated = ( # levels) — ( # a t t r ibutes) + 1 

Most good conjoint designs in practice include more observations than parameters 
to be estimated (usually 1.5 to 3 times more). The design we have featured in 
this chapter has three times as many cards (observations) as parameters to be 
estimated. These designs usually lead to more stable estimates of respondent 
utilities than saturated designs. 

Only in the smallest of problems (such as our example with three attributes 
and eight total levels) would we ask people to respond to all possible combina­
tions of attribute levels. Large full-factorial designs are not practical. Fortunately, 
design catalogs and computer programs are available to find efficient fractional-
factorial designs. Fractional-factorial designs show an efficient subset of the pos­
sible combinations and provide enough information to estimate utilities. 

In our worked example, the standard errors for the color attribute are lower 
than for brand *and price (recall that lower standard errors imply greater precision 
of the beta estimate). Because color only has two levels (as compared to three each 
for brand and price), each color level has more representation within the design. 
Therefore, more information is provided for each color level than is provided for 
the three-level attributes. 



Chapter 9 

Interpreting the Results 
of Conjoint Analysis 

Conjoint analysis provides various outputs for analysis, including part-worth util­
ities, counts, importances, shares of preference, and purchase likelihood simula­
tions. This chapter discusses these measures and gives guidelines for interpreting 
results and presenting findings to management. 

Before focusing on conjoint data, it is useful to review some fundamentals 
for interpreting quantitative data. The discussion of the nature of measurement 
scales follows the classic discussion of Stevens (1946), which has been adopted 
by numerous social scientists and business researchers. For current definitions 
and discussion, one can refer to a book on business statistics (Lapin 1993). 

9.1 Nature of Quantitative Data 
There are four general types of quantitative data: 

• Nominal data. Here the numbers represent categories, such as (l=male, 
2=female) or (20-Italy, 2l=Canada, 22=Mexico). It is not appropriate 
to perform mathematical operations such as addition or subtraction with 
nominal data or to interpret the relative size of the numbers. 

• Ordinal data. These commonly occur in market research in the form of 
rankings. If a respondent ranks five brands from best 1 to worst 5, we 
know that a 1 is preferred to a 2. An example of an ordinal scale is the 
classification of strengths of hurricanes. A category 3 hurricane is stronger 
and more damaging than a category 2 hurricane. It is generally not ap­
propriate to apply arithmetic operations to ordinal data. The difference in 
strength between a category 1 and a category 2 hurricane is not necessar­
ily equal to the difference in strength between a category 2 and a category 
3. Nor can we say that a category 2 is twice as strong as a category 1 
hurricane. 

I would like to express special thanks to Rich Johnson for his contributions to this chapter in the 
section entitled "Price Elasticity, Price Sensitivity, and Willingness to Pay." 
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* Interval data. These permit the simple operations of addition and subtrac­
tion. The rating scales so common to market research provide interval 
data. The Celsius scale is an example of an interval scale. Each degree of 
temperature represents an equal heat increment. It takes the same amount 
of heat to raise the temperature of a cup of water from 10 to 20 degrees 
as from 20 to 30 degrees. The zero point is arbitrarily tied to the freezing 
point of distilled water. Sixty degrees is not twice as hot as 30 degrees, and 
the ratio 60/30 has no meaning. 

B Ratio data. These data permit all basic arithmetic operations, including 
division and multiplication. Examples of ratio data include weight, height, 
time increments, revenue, and profit. The zero point is meaningful in ratio 
scales. The difference between 20 and 30 kilograms is the same as the 
difference between 30 and 40 kilograms, and 40 kilograms is twice as 
heavy as 20 kilograms. 

9.2 Conjoint Utilities 

Conjoint utilities or part-worths are scaled to an arbitrary additive constant within 
each attribute and are interval data. The arbitrary origin of the scaling within 
each attribute results from dummy coding in the design matrix. We could add a 
constant to the part-worths for all levels of an attribute or to all attribute levels in 
the study, and it would not change our interpretation of the findings. 

When using a specific kind of dummy coding called effects coding, utilities 
are scaled to sum to zero within each attribute. A plausible set of part-worth 
utilities for fuel efficiency measured in miles per gallon might look like this: 

Fuel 
Efficiency Utility 

30mpg -1.0 
40 mpg 0.0 
50mpg 1.0 

30 mpg received a negative utility value, but this does not mean that 30 mpg was 
unattractive. In fact, 30 mpg may have been acceptable to all respondents. But, 
all else being equal, 40 mpg and 50 mpg are better. The utilities are scaled to 
sum to zero within each attribute, so 30 mpg must receive a negative utility value. 
Other kinds of dummy coding arbitrarily set the part-worth of one level within 
each attribute to zero and estimate the remaining levels as contrasts with respect 
to zero. 
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Whether we multiply all the part-worth utilities by a positive constant or add 
a constant to each level within a study, the interpretation is the same. Suppose we 
have two attributes with the following utilities: 

Color Utility Brand Utility 
"Blue W~~ A~~ "20 

Red 20 B 40 
Green 10 C 10 

The increase in preference from Green to Blue (twenty points) is equal to 
the increase in preference between brand A and brand B (also twenty points). 
However, due to the arbitrary origin within each attribute, we cannot directly 
compare values between attributes to say that Red (twenty utiles) is preferred 
equally to brand A (twenty utiles). And even though we are comparing utilities 
within the same attribute, we cannot say that Blue is three times as preferred as 
Green (30/10). Interval data do not support ratio operations. 

9.3 Counts 
When using choice-based conjoint (CBC), the researcher can analyze the data by 
counting the number of times an attribute level was chosen relative to the number 
of times it was available for choice. In the absence of prohibitions, counts pro­
portions are closely related to conjoint utilities. If prohibitions were used, counts 
are biased. Counts are ratio data. Consider the following counts proportions: 

Color Proportion Brand Proportion 
"Blue 035 A 0.40 

Red 0.30 B 0.50 
Green 0.20 C 0.10 

We can say that brand A was chosen four times as often as brand C (0.40/0.10). 
But, as with conjoint utilities, we cannot report that Brand A is preferred to Red. 

9.4 Attribute Importance 
Sometimes we want to characterize the relative importance of each attribute. We 
can do this by considering how much difference each attribute could make in the 
total utility of a product. That difference is the range in the attribute's utility 
values. We calculate percentages from relative ranges, obtaining a set of attribute 
importance values that add to 100 percent, as illustrated in exhibit 9.1. For this 
respondent who's data are shown in the exhibit, the importance of brand is 26.7 
percent, the importance of price is 60 percent, and the importance of color is 
13.3 percent. Importances depend on the particular attribute levels chosen for the 
study. For example, with a narrower range of prices, price would have been less 
important. 
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Attribute Level 
Part-Worth 

Utility 
Attribute 

Utility Range 
Attribute 

Importance 

A 
Brand B 

C 

$50 
Price $75 

$100 

Color 
Red 

-> 60 -20 = 40 (40/150) x 100% = 26.7% 

-> 90 - 0 = 90 (90/150) x 100% = 60.C 

- > 2 0 - 0 = 20 (20/150) x100% = 13.3% 

Utility Range Total 

40 + 90 + 2 0 - 1 5 0 

Exhibit 9.1. Relative importance of attributes 

When summarizing attribute importances for groups, it is best to compute im­
portances for respondents individually and then average them, rather than comput­
ing importances from average utilities. For example, suppose we were studying 
two brands, Coke and Pepsi. If half of the respondents preferred each brand, the 
average utilities for Coke and Pepsi would be tied, and the importance of brand 
would appear to be zero. 

Importance measures are ratio-scaled, but they are also relative, study-specific 
measures. An attribute with an importance of twenty percent is twice as important 
as an attribute with an importance of ten, given the set of attributes and levels 
used in the study. That is to say, importance has a meaningful zero point, as do all 
percentages. But when we compute an attribute's importance, it is always relative 
to the other attributes being used in the study. And we can compare one attribute 
to another in terms of importance within a conjoint study but not across studies 
featuring different attribute lists. 

When calculating importances from CBC data, it is advisable to use part-
worth utilities resulting from latent class (with multiple segments) or, better yet, 
HB estimation, especially if there are attributes on which respondents disagree 
about preference order of the levels. (Recall the previous Coke versus Pepsi ex­
ample.) 
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One of the problems with standard importance analysis is that it considers 
the extremes within an attribute, irrespective of whether the part-worth utilities 
follow rational preference order. The importance calculations capitalize on ran­
dom error, and attributes with very little to no importance can be biased upward 
in importance. There will almost always be a difference between the part-worth 
utilities of the levels, even if it is due to random noise alone. For that reason, 
many analysts prefer to use sensitivity analysis in a market simulator to estimate 
the impact of attributes. 

9.5 Sensitivity Analysis Using Market Simulations 
Conjoint part-worths and importances may be difficult for nonresearchers to un­
derstand. Many presentations to management go awry when the focus of the 
conversation turns to explaining how part-worths are estimated or, given the scal­
ing resulting from dummy variable coding, how one can or cannot interpret part-
worths. 

We suggest using market simulators to make the most of conjoint data and 
to communicate the results of conjoint analysis. When two or more products are 
specified in the market simulator, we can estimate the percentage of respondents 
who would prefer each. The results of market simulators are easy to interpret 
because they are scaled from zero to one hundred. And, unlike part-worth util­
ities, simulation results (shares of preference) are assumed to have ratio scale 
properties—it is legitimate to claim that a 40 percent share of preference is twice 
as much as a 20 percent share. Sensitivity analysis using market simulation offers 
a way to report preference scores for each level of each product attribute. 

The sensitivity analysis approach can show us how much we can improve (or 
make worse) a product's overall preference by changing its attribute levels one at 
a time, while holding all other attributes constant at base case levels. We usually 
conduct sensitivity analyses for products assuming no reaction by the competi­
tion. In this way, the impact of each attribute level is estimated within the specific 
and appropriate context of the competitive landscape. For example, the value of 
offering a round versus a square widget depends on both the inherent desirability 
(utility) of round and square shapes and how many current competitors are offer­
ing round or square shapes. (Note that if no relevant competition exists or if levels 
needed to describe competitors are not included in the study, then it is possible to 
conduct sensitivity simulations considering the strength of a single product con­
cept versus the option of purchasing nothing, or considering the product's strength 
in terms of purchase likelihood.) 

Conducting sensitivity analysis starts by simulating shares of choice among 
products in a base case market. Then, we change product characteristics one level 
at a time (holding all other attributes constant at base case levels), We run the 
market simulation repeatedly to capture the incremental effect of each attribute 
level upon product choice. After we test all levels within a given attribute, we 
return that attribute to its base case level prior to testing another attribute. 
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To illustrate the method, we consider an example involving a study of mid-
range televisions in 1997. The attributes in the study were as follows: 

Brand 

Sony 
RCA 
JVC 

Screen Size 

25-inch 
26-inch 
27-inch 

Sound Capability 

Mono Sound 
Stereo Sound 

Surround Sound 

Channel Block Capability 

None 
Channel Blockout 

Picture-in-Pictnre Capability 

None 
Picture- in-Picture 

Price 

$300 
$350 
$400 
$450 
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Figure 9.1. Results of sensitivity analysis 

Suppose we worked for Sony and the competitive landscape was represented by 
this base case scenario: 

Channel 
Screen Sound Blockout Picture-in-Picture 

Brand Size Capability Capability Capability Price 
Sony 25-inch Surround None Picture-in-Picture $400 
RCA 27-inch Stereo None Picture-in-Picture $350 
JVC 25-inch Stereo None None $300 

Let us assume that, for this base case scenario, the Sony product captured 33 
percent relative share of preference. 

For a market simulation, we can modify the Sony product to have other lev­
els of screen size, sound capability, channel blockout capability, and picture-in-
picture capability, while holding the products from RCA and JVC constant. Fig­
ure 9.1 shows estimated shares of preference from this type of market simulation 
or sensitivity analysis. The potential (adjacent-level) improvements to Sony's 
product can be ranked as follows: 

• Add channel blockout (48 relative preference) 
• Reduce price to $350 (45 relative preference) 
• Increase screen size to 26-inch (39 relative preference) 
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Sony cannot change its brand to RCA or JVC, so the brand attribute is ir­
relevant to management decision making (except to note that the Sony brand is 
preferred to RCA and JVC). And, although it is unlikely that Sony would want to 
reduce its features and capabilities, we can observe a loss in relative preference 
by including levels of inferior preference. One of those is price. Increasing the 
price to $450 results in a lower relative preference of 25 percent. 

Before making recommendations to Sony management, we would, of course, 
conduct more sophisticated what-if analyses, varying more than one attribute at 
a time. Nonetheless, the one-attribute-at-a-time approach to sensitivity analysis 
provides a good way to assess relative preferences of product attributes. 

9.6 Price Elasticity, Price Sensitivity, and Willingness to Pay 

The results of conjoint analysis may be used to assess the price elasticity of prod­
ucts and services. It may also be used to assess buyer price sensitivity and will­
ingness to pay. To begin this section, we should define price elasticity, price 
sensitivity, and willingness to pay: 

• Price elasticity, by which we mean the price elasticity of demand, is the 
percentage change in quantity demanded divided by the percentage change 
in price. Price elasticity relates to the aggregate demand for a product and 
the shape of the demand curve. It is a characteristic of a product in a 
market. 

• Price sensitivity is a characteristic of buyers or consumers. Some people 
are more sensitive to price changes than others, and the degree to which 
they are price sensitive can vary from one product or service to the next, 
one market to the next, or one time to the next. It can also vary with the 
characteristics of products described in terms of product attributes. 

• Willingness to pay is a characteristic of buyers or consumers. A measure of 
willingness to pay shows how much value an individual consumer places 
on a good or service. It is measured in terms of money. 

Conjoint analysis is often used to assess how buyers trade off product features 
with price. Researchers can test the price sensitivity of consumers to potential 
product configurations using simulation models based on conjoint results. Most 
often a simulation is done within a specific context of competitors. But when a 
product is new to the market and has no direct competitors, price sensitivity of 
consumers for that new product can be estimated compared to other options such 
as buying nothing. 

The common forms of conjoint analysis measure contrasts between levels 
within attributes. The part-worths of levels are estimated on an interval scale 
with an arbitrary origin, so the absolute magnitudes of utilities for levels taken 
alone have no meaning. Each attribute's utilities are determined only to within an 
arbitrary additive constant, so a utility level from one attribute cannot be directly 
compared to another from a different attribute. To a trained conjoint analyst, an 
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array of utilities conveys a clear meaning. But that meaning is often difficult for 
others to grasp. It is not surprising, then, that researchers look for ways to make 
conjoint utilities easier to interpret. 

Monetary Scaling Trap 

One common attempt to make conjoint utilities more understandable is to express 
them in monetary terms, or dollar equivalents. This is a way of removing the 
arbitrariness in their scaling. To do this, price must be included as an attribute 
in the conjoint design. Note that we cannot attach a monetary value to a single 
level (such as the color green), but must express the value in terms of differences 
between two colors, such as "green is worth $5 more than yellow." But if the 
attribute is binary (present/absent) such as "has sunroof" versus "doesn't have 
sunroof," the expressed difference is indeed the value of having the feature versus 
not having it. 

The idea of converting utilities to dollar values can be appealing to managers. 
But some approaches to converting utilities to dollar equivalents are flawed. Even 
when computed reasonably, the results often seem to defy commonly held beliefs 
about prices and have limited strategic value for decision making. 

Let us review a common technique for converting conjoint utilities to a mon­
etary scale, and then we will suggest what we believe is a better approach. Here 
is how we can compute dollar equivalents from utilities. Imagine the following 
utilities for a single respondent for two attributes: 

Attribute Utility Price Utility 
"Feature X 2.0 ~~$\Q TO 

Feature Y 1.0 $15 1.0 

For this respondent, a $5 change in price (from $15 to $10) reflects a utility dif­
ference of 2.0 (3.0 - 1.0). Therefore, every one utile change is equal to $2.50 in 
value (5 dollars/2.0 utiles). It then follows that feature X, being worth one utile 
more than feature Y, is also worth $2.50 more for this respondent. 

We discourage the use of this type of analysis because it is a potentially mis­
leading. Moreover, there is one practical problem that must be overcome if there 
are more than two price levels. Unless utility is linearly related to price, refer­
encing different price points results in different measures of utiles per dollar. A 
common solution is to analyze the utility of price using a single coefficient. As 
long as the price relationship is approximately linear, this circumvents the issue. 

Another problem arises when price coefficients are positive rather than nega­
tive as expected. This may happen for some respondents due to random noise in 
the data or respondents who are price insensitive. Such reversals would suggest 
willingness to pay more for less desirable features. One way to work around this 
is to compute dollar values of levels using average (across respondents) utilities, 
which rarely display reversals. Another approach to the problem is to ignore it, 
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assuming that the reversals are just due to random noise. 'A more proactive way 
to avoid reversals is to use an estimation method that enforces utility constraints, 
[hough there are potential drawbacks to this approach (Johnson 2000). 

Additional complications arise when the price coefficient for a respondent 
is extremely small in absolute value, approaching zero. In that case, the dollar 
equivalents for incremental features become very large, approaching infinity. A 
typical way to handle this is to characterize the centers of the distributions using 
medians rather than means. 

This type of analysis assumes that the conjoint method has accurately cap­
tured respondents' price sensitivity. Some conjoint methods (ACA and potentially 
any partial-profile method) tend to understate people's price sensitivity. This can 
result in inflated willingness to pay values. 

But after taking the appropriate steps to compute reasonable dollar equiva­
lents, the results are potentially misleading. Even when accurate price sensitivity 
has been estimated for each individual, an examination of average values will 
often reveal that respondents are willing to pay much more for one feature over 
another than is suggested by market prices. This often causes managers to disbe­
lieve the results. However, we'll demonstrate later that such outcomes are to be 
expected when the monetary value of levels is computed in this way. 

There are a number of fundamental problems with analysis based on aver­
age dollar values. First, it attempts to ascertain an average willingness to pay for 
the market as a whole. Firms usually offer products that appeal to specific tar­
geted segments of the market. The firm is most interested in the willingness to 
pay among its current customers, or among buyers likely to switch to its products, 
rather than in an overall market average. Second, this approach does not reference 
any specific product, but instead considers an average product. We expect that a 
respondent's willingness to pay for an additional feature would depend upon the 
specific product that is being enhanced (e.g., a discount or a premium offering). 
Third, and most fundamental, this approach assumes no competition. Because 
a product purchase usually constitutes a choice among specific alternatives, the 
competitive context is a critical part of the purchase situation. To illustrate the 
fallacy of interpreting average dollar values, without respect to competitive offer­
ings, consider the following illustration. 

Economics on "Gilligan's Island" 

Though perhaps loathe to admit it, many have watched the popular 1960s Ameri­
can TV program Gilligan 's Island. The program revolved around an unlikely cast 
of characters who became marooned on an uncharted desert island. Each episode 
saw the promise of rescue. And when it seemed that the cast was finally going to 
make it off the island, the bumbling Gilligan always figured out some way to ruin 
the day. 
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One colorful pair of characters were the ultrarich Mr. Howell and his wife. 
Now, imagine that one day a seaworthy boat with capacity for two passengers 
pulls into the lagoon and offers passage back to civilization for a price to be ne­
gotiated. What is the dollar value of rescue versus remaining on the island for Mr. 
and Mrs. Howell? Mr. Howell might pull out his checkbook and offer the crew 
millions of dollars. Under the assumption of no competition, the dollar equiva­
lent utility of rescue is astronomically high. However, it might be much lower for 
other islanders of more limited means, and the average dollar value for all of them 
would have little relevance to the captain of the boat in negotiating a price. What 
would matter is the dollar value of the potential customers and no one else. 

Now, assume, just as Mr. Howell and the first crew are preparing to shake 
on the deal, a second, equally seaworthy ship pulls into the lagoon and offers its 
services for a fixed $5,000. Ever the businessman, Mr. Howell will choose the 
$5,000 passage to freedom. 

What has happened here? Is the utility of getting off the island for Mr. Howell 
suddenly different? Has his price sensitivity changed? No. The amount Mr. 
Howell would be projected to pay under the assumption of no competition is 
indeed very different from the amount he will pay given the appearance of another 
boat. 

If the first boat's crew had administered a conjoint interview to Mr. Howell 
and had computed his willingness to pay under the first method reviewed in this 
article, they would have concluded that he was willing to pay a lot more than 
$5,000. But how meaningful is that information in light of the realities of com­
petition? The realistic problem for the boat captain is to figure out what price the 
market will bear, given the existence of competitive offerings. 

We can illustrate this point using another example. What is your willingness 
to pay for a color monitor for your laptop computer versus a monochrome screen? 
Assume we conducted a conjoint analysis including monochrome versus color 
monitors. If we computed your willingness to pay for color over monochrome, 
we would likely find that the incremental value of color over monochrome is 
worth a thousand dollars or more. But how meaningful is this information to a 
laptop manufacturer given the fact that laptops with color monitors are readily 
available on the market at quite inexpensive prices? 

Price Sensitivity Simulations in Competitive Context 

For most marketing problems involving competition, the best strategic informa­
tion results from carefully defined market simulations. If a firm wants to assess 
the incremental demand resulting from offering specific features for its product, 
or improving its degree of performance, it should be estimated within a realistic 
competitive context. 
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Estimates of market demand should also be based dn specific objectives. For 
example, the objective may be to determine how much more may be charged for 
a product or service by offering a new feature without any net loss in market ac­
ceptance. This approach involves simulating a realistic competitive scenario with 
a conjoint market simulator. Assume four products (A through D) represent the 
current relevant products in the marketplace. Further assume that the firm is inter­
ested in offering an additional feature for product A, and wants to estimate what 
new price can be.charged while maintaining the same share of preference. We first 
simulate a base case with products A through D placed in competition with one 
another, where A does not include the new feature. We record its share of prefer­
ence (say, 15 percent). We then conduct another simulation in which we improve 
A by offering a new feature (and hold the competition B through D constant). 
The share of preference for A should increase (say, to 20 percent). We then per­
form additional simulations (again holding competition constant) raising the price 
of the new product A until its share of preference again drops to the original 15 
percent. The difference in price between the more expensive improved Product A 
that captures 15 percent and the old Product A that captured 15 percent reflects the 
incremental monetary value that the market will bear for the new feature, given 
the competitive context and the objective of maintaining share constant. 

Market simulations conducted using individual-level utilities are best for this 
analysis. Individuals have different preferences, and the company that produces 
product A is most concerned with retaining current product A customers and 
attracting new buyers among those most likely to switch. The company does not 
care so much about individuals who are extremely unlikely to buy its offerings. 
Market simulations based on individual utilities support such complex market 
behavior, focusing the willingness-to-pay analysis on a relevant reference product 
and critical-individuals rather than the market whole. Such market simulations can 
also reveal complex competitive relationships between products, such as degree 
of substitution (cross-effects) and differences in consumer price sensitivity to each 
product. 

In summary, the common practice of converting differences between attribute 
levels to a monetary scale is potentially misleading. The value of product en­
hancements can be better assessed through competitive market simulations. If the 
market simulations are conducted using individual utilities, such simulations fo­
cus the price/benefit analysis on the customers that are most likely to purchase the 
firm's product(s) rather than on an overall market average. They provide strategic 
information based on a meaningful context that enables better decisions, while 
avoiding the pitfalls of other ways of analyzing data. Of course, the success of 
the simulation approach hinges on a number of assumptions, including the fol­
lowing: (I.) the conjoint method produces accurate measures of price sensitivity, 
(2) the relevant attributes have been included in the simulation model, and (3) the 
relevant competitive offerings are reflected in the simulation model. 

Chapter 10 

Market Simulators 
for Conjoint Analysis 

The market simulator is usually considered the most important tool resulting from 
a conjoint analysis project. The simulator is used to convert raw conjoint (part-
worth utility) data into something much more managerially useful: simulated 
market choices. Products can be introduced within a simulated market scenario 
and the simulator reports the percentage of respondents projected to choose each 
product. A market simulator lets an analyst or manager conduct what-if games 
to investigate issues such as new product design, product positioning, and pric­
ing strategy. Market simulators are commercially available or can be constructed 
using spreadsheet programs. 

10.1 What Is a Market Simulation? 
A conjoint study leads to a set of utilities or part-worths that quantify respondents' 
preferences for each level of each attribute. These utilities can be analyzed in a 
number of ways. You can examine each respondent's utilities, but, if the num­
ber of respondents is large, this can be overwhelming. You might summarize the 
average utilities or compute average importances. You could create graphs and 
charts to display that information. But to many managers the results of conjoint 
analysis may seem abstract. Also, when we examine aggregate data or average re­
sponses, we may fail to detect important market segments—groups of consumers 
with unique and targetable preferences. 

A good market simulator is like having all of your respondents gathered in 
one room for the sole purpose of voting on product concepts within competitive 
scenarios. The product concepts are defined in terms of the attributes and levels 
you used in the conjoint study. You walk into a virtual room, show them a market 
scenario (i.e., products A, B, and C), and they vote for the products they prefer. 
Millions of potential products and market situations could be evaluated, and your 
captive audience would never get tired, ask for lunch breaks, or require you to pay 
them by the hour. 
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How does a market simulator work? Let us suppose we were able to quan­
tify how much people liked various flavors of ice cream. Let us refer to those 
preferences as utilities, and assume the following values for a given respondent: 

Flavor Utility Price Utility 
Chocolate (5 ~ $0.60 50 
Vanilla 30 $0.80 25 
Strawberry 40 $1.00 0 

Using these utility values, we can predict how this respondent would choose 
between a vanilla cone for $0.80 or a strawberry cone for $1.00: 

Vanilla (30 utiles) + $0.80 (25 utiles) = 55 utiles 

Strawberry (40 utiles) -j- $1.00 (0 utiles) = 40 utiles 

We predict that this respondent will prefer the vanilla cone. 
Now suppose we had data for not just one, but 500 respondents. We could 

count the number of times each of the two types of cones was preferred, and com­
pute a share of preference, also referred to as a share of choice. If 300 respondents 
choose the vanilla cone for $0.80 and 200 respondents choose the strawberry cone 
for $1.00, then we would obtain these shares of preference or choice: 

Product Concept Share of Choice 

Vanilla at $0.80 fgj - 0.60 

Strawberry at $1.00 §§§=0.40 

The simplest market simulation is a simulation that assumes a first-choice 
model. A first-choice model assumes respondents buy or choose the product al­
ternative from the competitive set that has the highest total utility, as determined 
by summing the part-worth utilities associated with the levels describing each 
product. There are more sophisticated approaches for market simulations that are 
beyond the scope of this introductory chapter. These more advanced approaches 
include logit, Bradley-Terry-Luce, and randomized first-choice models. 

10.2 Applications of Conjoint Simulations 

Looking only at average preferences or part-worth utilities can mask important 
market forces caused by patterns of preference at the segment or individual level. 
Marketers are often not interested in averages, but in targetable segments or the 
idiosyncratic behavior of individuals. 
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Consider the following example with three respondents and their preferences 
or utilities for color: 

jRespondenf Blue Red Yellow 

Manny 
Moe 
Jack 
Average 

50 
0 

40 

30 

40 
65 
30 
45 

10 
75 
20 
35 

Looking only at average utilities, we would pronounce that red is the most 
preferred color, followed by yellow. But if one of each color was offered to each 
respondent, red would never be chosen under the first-choice model, while yellow 
would be chosen once, and blue twice—the exact opposite of what aggregate util­
ities suggest. While this is a hypothetical example, it demonstrates that average 
utilities do not always tell the whole story. Many similar, complex effects can be 
discovered only through conducting simulations. 

We can use simulators to answer basic questions about preference and shares 
of choice. We can use them to study the competitive environment and market 
segments. Furthermore, we can use the results of simulations to guide strategic 
decision making. Here are some of the benefits and applications of conjoint sim­
ulators: 

• Conjoint simulations transform raw utility data into a managerially useful 
and appealing model: that of predicting market choice (share of prefer­
ence) for different products. Under the proper conditions, shares of prefer­
ence quite closely track with the idea of market share—something almost 
every marketer cares about. 

• As demonstrated earlier, conjoint simulations can capture idiosyncratic 
preferences occurring at the individual or group level. These underlying 
effects can have a significant impact on preference for products in market 
scenarios. When multiple product offerings have been designed to appeal 
to unique segments of the market, capturing such effects is especially im­
portant for accurately predicting preference. 

• Conjoint simulations can reveal differential substitutability (cannibalism 
or cross-elasticity effects) between different brands or product features. If 
two brands are valued highly by the same respondents (have correlated 
preferences), these brands will tend to compete more closely. Product en­
hancements by one of these brands will result in more relative share being 
lost by the correlated brand than by other, less similar brands within the 
same simulation. Examining aggregate utilities cannot reveal these impor­
tant relationships. 
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» Conjoint simulations can reflect interaction effects between attributes. If 
the same respondents that strongly prefer the premium brand are also less 
price sensitive than those who are more likely to gravitate toward a dis­
count brand, sensitivity simulations will reflect a lower price elasticity for 
the premium relative to the discount brand. A similar interaction effect 
can occur between many other types of attributes, such as model style and 
color. 

• Conjoint simulators may be used to answer questions about new products 
and new product introductions. Given a current competitive environment, 
what product should I,offer to maximize interest in my offering? How can 
I modify an existing product to capture more relative demand? A mar­
ket simulator lets you input multiple products and place them in simulated 
competition with one another. Each product is defined using the attribute 
levels measured in the conjoint study (brands, colors, prices, speeds, war­
rantees, etc.). Therefore, if you have measured the relevant brands and 
features offered in the market, you can simulate a realistic market scenario 
within the market simulator. Within that market scenario, you can add a 
new product and see how well it competes. If the goal is to maximize 
share, offering the best features at the lowest price is often the trivial so­
lution. The market simulator focuses on the demand side of the marketing 
equation; but it is also important to pay attention to the supply side and 
take the costs of producing different products/services into consideration. 
If you have cost information available to you, the market simulator permits 
you to investigate the incremental benefits of different features of a product 
relative to the cost of offering them. 

• Conjoint simulators may be used to guide pricing strategy. What is the rel­
ative price sensitivity of different brands? If I raise my price by 10 percent, 
how will it affect my brand? How will it affect competitor's brands? You 
can conduct sensitivity analysis for attributes such as price using the mar­
ket simulator to generate relative demand curves. The approach involves 
holding all other brands at a constant price and changing the price of a 
single brand, recording the relative share at each point for that brand along 
the price continuum. 

• Conjoint studies can help us to answer questions about product bundles 
and product portfolios. What portfolio of products can I offer to appeal 
to different market segments and maximize overall share? If you have 
segmentation information (such as demographics or firm ©graphics), you 
can investigate product formulations that appeal to different groups of re­
spondents. It is likely that, by designing products that appeal uniquely to 
targetable segments, you can increase overall share for your product line 
or occupy a niche that is not currently being served. 
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The next three sections of this chapter will provide more detailed examples of 
applications, focusing upon introducing new products, estimating demand curves 
and elasticities, and designing products to appeal to market segments. For the 
examples in these sections you should assume the following three attributes, each 
with three levels: 

Brand Style Price 
A ~ X TTOfF 
B Y $150 
C Z $200 

10.3 Introducing New Products 
Let us assume that your company is interested in entering a market that currently 
consists of just two competitors. There are only three attributes that adequately 
describe the products and account for preference in the market: brand, style, and 
price. The two products are Mellow (Brand A, Style X, at $100) and Mild (Brand 
B, Style Y, at $200). 

Your company has developed a new product called Middling that has Style Z. 
You think Middling may appeal to buyers, and you want to investigate its potential 
with respect to the two existing products. The first step, typically, is to simulate 
the existing market scenario. You use the market simulator to define the two 
existing products: 

Product Brand Style Price 

Mellow A X $100 
Mild B Y $200 

Suppose a market simulation leads to the following shares of preference: 

Product Share of Preference 

Mellow 64.3 
Mild 35.7 

In this simulation, we see that 64.3 percent of respondents preferred Mellow and 
35.7 percent preferred Mild. Note that the buyers in the simulation are all assumed 
to choose a product, so the shares of preference across products in the simulation 
sum to 100 percent. 

Let us assume that you have actual market share information about these two 
brands. You note that the shares reported above do not necessarily match the 
actual market shares. You accept this, however, recognizing that many factors 
influence market shares in the real world that cannot be captured through conjoint 
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analysis. You are principally interested in relative preferences, assuming that the 
marketplace is an equal playing field (equal distribution, awareness, effectiveness 
of sales force, and equilibrium long-range demand). 

In the second stage of this simulation example, we'll define a new scenario 
that includes your company's proposed product: Middling (Brand C, Style Z, 
$150. You add another product to your simulation specifications: 

Product Brand Style Price 

Mellow A X $100 
Mild B Y $200 
Middling C Z $150 

Running the simulation again might lead to the following shares of preference: 

Product Share of Preference 

Mellow 42.5 
Mild 21.3 
Middling 36.2 

You note that Mellow is still the most preferred product, but that your product 
Middling is preferred to Mild. Like any market research statistics computed from 
samples, shares of preference are not estimated without error. It is common to 
estimate a confidence interval to get a feeling for the degree of uncertainty due 
to sampling and measurement error associated with a given share of preference. 
Let us assume that the standard error reported for Middling in the simulation 
above was 1.53. The 95% confidence interval is computed by adding plus and 
minus 1.96 times the standard error to the estimated share of preference. In this 
example, the 95% confidence interval is 36.2 plus and minus (1.96)(1.53) = 3.0 
share points, or the interval [33.2, 39.2], 

You next may ask yourself what price you would need to charge to capture 
the same relative preference as Mellow. To simulate this, you lower the price 
slightly for your brand. Many simulators include the ability to interpolate between 
levels (straight line interpolation), so you can investigate even the smallest of price 
changes. As a first step, you decide to lower the price to $130 for Middling (while 
holding the specifications for Mellow and Mild constant). The new simulated 
shares are as follows: 

Product Share of Preference 

Mellow 39.2 
Mild 19.0 
Middling 41.8 
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You have overshot the mark (Middling's share exceeds Mellow's share), so you try 
a slightly higher price than $130 and run the simulation again. You make repeated 
attempts until Middling's and Mellow's shares are equal. Let us assume that after 
a few more attempts, you discover that the price that makes your company's of­
fering match the share of preference of the market leader is $136. Another way 
of thinking about this finding is that your proposed product Middling commands 
a $136 - $100 = $36 premium over Mellow. Respondents are indifferent between 
Brand A and Style X at $100 and Brand C and Style Z at $136. 

10.4 Estimating Demand Curves and Elasticities 
We will build upon the previous example during this section. We have computed 
shares of preference for three products that were defined using the following at­
tribute level codes: 

Product Brand Style Price 

Mellow A X $100 
Mild B Y $200 
Middling C Z $150 

The shares of preference for the products, as defined above, were as follows: 

Product Share of Preference 

Mellow 42.5 
Mild 21.3 
Middling 36.2 

Let us assume that we wanted to estimate a demand curve for your company's 
offering: Middling, in the context of the current competition and prices. We do 
this through sensitivity analysis. Recall that we measured three distinct levels of 
price: $100, $150, and $200. Note that we have already computed the share of 
preference for Middling when it is offered at $150 (36.2). To estimate the demand 
curve for Middling, we will need to conduct two additional simulations: a simu­
lation with Middling at the lowest price ($100), and a simulation with Middling 
at the highest price ($200). For each of Ihese simulations, we'll hold the Mellow 
and Mild product specifications constant. 
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To estimate Middling's share at the lowest price ($100), we use the following 
product specifications: 

Product Brand Style Price 

Mellow A X $100 
Mild B Y $200 
Middling C Z $100 

After running another simulation, we may observe the following shares: 

Product Share of Preference 

Mellow 33.9 
Mild 15.6 
Middling 50.5 

We record Middling's share (50.5), and proceed to the next step. To estimate 
Middling's share at the highest price ($200), we use the following product speci­
fications: 

Product Brand Style Price 

Mellow A X $100 
Mild B Y $200 
Middling C Z $200 

We run the simulation again, and the following shares are reported: 

Product Share of Preference 

Mellow 49.2 
Mild 26.9 
Middling 23.9 

From these three separate simulation runs, we have the information we need to 
plot a demand curve for Middling, relative to the existing competitors and prices. 
Assuming that Mellow and Mild are held constant at current market prices, the 
relative shares of preference for Middling at each of the price points within the 
measured price range are as follows: 
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Middling Middling 
Price Share of Preference 

$100 50.5 
$150 36.2 
$200 23.9 

We have demonstrated how to estimate a demand curve for Middling, relative 
to the existing competitors at current market prices. If the goal is to estimate de­
mand curves for all brands in the study, the usual procedure is to record the share 
for a brand at each price level while holding all other brands at the average or 
middle price. It is often interesting to plot these demand curves and look at the 
patterns of price sensitivity among brands and the different slope of the curves 
from one segment of the curve to the next. It is also common to want to charac­
terize the degree of price elasticity using a single value, referred to as the price 
elasticity of demand: 

percentage change in quant i ty demanded 
percentage change in price 

If the brand or product follows the law of demand, as most products do, price 
increases lead to decreases in quantity demanded, and the elasticity is negative. 
The larger the absolute value of the elasticity, the more price sensitive the market 
is with respect to that brand or product. 

Using the midpoints formula, we can compute the average price elasticity of 
demand across the demand curve for Middling: 

( q a - q i ) 

(P2-Pl) 
(pi+p2)/2 

(23.9-50.5) 
P - (50-5+23.9)/2 _ - 0 - 7 1 5 _ 
* (200-iQQ) ~ 0.667 ~ 

(100+200)/2 

Another way to compute the average price elasticity of demand (which can be 
more accurate if more than two price points along the curve have been estimated) 
is the log-log regression. One takes the natural log of prices and shares and re­
gresses the log of share on the log of price (you can do this within a spreadsheet). 
The resulting beta is the average price elasticity of demand. 
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As with all conjoint simulation results, the resulting elasticities from conjoint 
simulators must be interpreted bearing in mind some assumptions. In particular, 
the degree of noise within the conjoint data is particularly relevant. For example, 
if the respondents to the conjoint survey answered in a more haphazard way com­
pared to buyers in the real world, the price elasticities estimated from conjoint 
simulations may be uniformly understated (too insensitive). Even if this is the 
case, the relative price sensitivities for brands are still useful. 

10.5 Designing Products for Market Segments 

Customizing products to appeal to target segments or even individuals is a com­
mon theme in marketing. Many companies dedicate significant resources to de­
veloping a portfolio of products that it hopes will appeal to unique segments. For 
line extensions, the challenge for any company is to design new products that take 
share from its competitors without stealing an unacceptable amount of share from 
products within its existing line. 

One common approach to designing an effective line extension is to use the 
conjoint data to segment the market into latent (not observed) market segments 
(sometimes referred to as clusters) that have similar preferences. These segments 
are called latent because they are not simply delineated based on an explicit vari­
able such as gender, income, or company size. Rather, the underlying segments 
are revealed through a statistical segmentation technique such as cluster analy­
sis or latent class modeling. Segments are formed with the goal of maximizing 
the differences in preference between groups while minimizing the differences 
in preference within groups. Once these latent segments have been identified, 
one can profile them in terms of other variables in the survey (i.e., demographics, 
usage, or media habits). 

If you have enabled your market simulator to select respondents for analysis 
by segment, this can further enhance the power of the tool. For example, let's 
assume that a cluster analysis revealed three relatively different segments for the 
hypothetical example we've been using. 

By examining the part-worths and importances for each group, you can gain 
insight into the product features that might appeal to each. You also should bear in 
mind the size of each segment, as this represents its demand potential. Consider 
the part-worth utility preferences in exhibit 10.1. 

10.5 Designing Products for Market Segments 

Attribute 
Level 

Brand A 
Brand B 
Brand C 

Style X 
Style Y 
Style Z 

$100 
$150 
$200 

Segment 1 
(n = 128) 

39 
5 

-44 

61 
-23 
-38 

56 
7 

-63 

Segment 2 
(n = 283) 

-51 
39 
12 

-52 
45 
7 

55 
2 

-57 

Segment 3 
(n = 216) 

-44 
-29 
73 

-34 
-9 
43 

50 
6 

-56 

Exhibit 10.1. Part-worth utilities across segments 
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We can study the part-worths to learn about the differences among the seg­
ments. We can also use these preferences to simulate market choices for the 
market scenario we had used previously to obtain shares'of preference across seg­
ments. Note that the shares below do not match the shares reported for earlier 
examples in this chapter. Since these results are for illustration only, no signifi­
cance should be attached to this difference. 

Product Brand Style Price 

Mellow A X $100 
Mild B Y $200 
Middling C Z $150 

Shares of Preference 
Segment 1 Segment 2 Segment 3 Total 

Product (n = 128) (n - 283) (n = 216) (n = 627) 

Mellow 84.8 21.5 22:2 34.7 
Mild 7.4 40.0 14.2 24.5 
Middling 7.8 38.5 63.6 40.8 

Let us assume your company produces Old Middling under Brand C with 
Style Z at $150. Your total share of preference is 40.8 percent. We see from the 
simulation by segment that yours is the most preferred product within segment 
3, and the second-most preferred product in Segment 2. Mellow, the Brand A 
product, clearly dominates Segment 1, which is the smallest segment. 

Let us assume that your company was interested in offering an additional 
product, call it New Middling. We could examine the table of part-worth pref­
erences in exhibit 10.1 as a first step in formulating hypotheses about what addi­
tional product might be successful. 

Starting in order, you may first consider Segment 1, but this segment does 
not seem to offer many opportunities for your brand. Brand A, offering Style X 
at a low price, has got this relatively small segment nearly wrapped up, and this 
segment does not seem very receptive to Brand C. 

You next consider Segment 2, which seems to represent a better opportunity 
for your brand. It is a relatively large segment that prefers Mild under Brand B, 
but also seems receptive to the Brand C product, Old Middling. Note also that 
Segment 2 strongly prefers Style Y, but your company currently offers only Style 
Z. By offering a Style Y product, you might be able to convert some current Brand 
B customers from within Segment 2 to your product line. 

You currently dominate Segment 3 and should probably not consider design­
ing another product to appeal to this segment, since a good deal of the possible 
share to be gained from a new product would be taken from your existing product 
within that segment. 
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Let us simulate what happens if, in addition to your current product Old Mid­
dling (Brand C, Style Z, $150), you offer another product, New Middling (Brand 
C, Style Y, $200). 

Shares of Preference 
Segment 1 Segment 2 Segment 3 Total 

Product (n = 128) (n = 2S3) (n = 216) (n = 627) 

Mellow 82.2 17.2 18.6 31.0 
Mild 7.2 32.0 11.9 20.0 
Old Middling 6.8 27.7 47.8 30.4 
New Middling 3.8 23.1 21.7 18.7 

The new product has somewhat cannibalized the existing product, reducing its 
share from 40.8 (see the previous simulation) to 30.4, but has resulted in a relative 
overall gain of [(30.4 + 18.7)/40.8] - 1 = 20 percent in preference. 

For line extension simulations you conduct, the answer will likely not be so 
clear and the process not so direct as we've shown here. You'd certainly want 
to investigate other product configurations to make sure you weren't overlooking 
even better opportunities to enhance share. You would also want to consider the 
cost implications of different options for line extensions. Also, you would proba­
bly want to conduct sensitivity analysis for the new product with respect to price, 
to determine a strategic price point (given your costs and market share goals). 

Viewing the preferences and shares by segment is not required in designing an 
effective line extension. However, viewing the separate market segments can help 
you more quickly recognize patterns of preference, size the different segments of 
the market, and thus more easily arrive at a good solution. 

This exercise of viewing segment-based preferences and designing products 
to fill heterogeneous needs is a useful approach. However, it would seem more ef­
ficient to let an automated search algorithm find an optimal product or set of prod­
ucts rather than to proceed manually. There are commercial software programs 
available that use different algorithms to find optimal or near-optimal solutions, 
even when the search space is extremely large. These optimizers use a variety 
of search algorithms, including exhaustive search, hill-climbing procedures, and 
genetic algorithms. Genetic algorithm and other search plug-ins for Excel are 
available, allowing researchers to construct their own simulators with optimiza­
tion. More information on simulations and optimization approaches is available 
within the monograph by Krieger, Green, and Wind (2005), 
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10.6 Simulation Methods and Sample Sizes 

Part-worth utilities can be used within a choice simulator to predict preference for 
different product concepts in competitive scenarios. There are various simulation 
methods, including the simple first-choice (maximum utility rule) and the logit or 
Bradley-Terry-Luce model. First-choice simulations assume that each respondent 
can choose or vote for only one product and that one alternative captures 100 
percent of the share for each respondent. Shares of preference under the first-
choice rule are proportions. 

In contrast, logit or Bradley-Terry-Luce models let respondents choose prod­
ucts in a probabilistic manner. Suppose there are three products in a market sce­
nario. Representing a respondent's preferences with a probabilistic model might 
show choice probabilities (0.6, 0.3, 0.1), but the first-choice rule would represent 
the probabilities as (1, 0, 0). The probabilistic model captures more informa­
tion from each respondent and yields more stable share estimates. The standard 
errors for share predictions from logit or Bradley-Terry-Luce simulations are al­
ways smaller than under the first-choice rule. Therefore, if you plan to use the 
first-choice model, you will need larger sample sizes to stabilize share-of-choice 
estimates relative to probabilistic simulation models. 

10.7 Interpreting the Output of Market Simulators 

Under very controlled conditions (such as markets with equal information and 
distribution), market simulators often report results that closely match long-range 
equilibrium market shares. However, conjoint utilities cannot account for many 
real-world factors that shape market shares, such as length of time on the market, 
distribution, out-of-stock conditions, advertising, effectiveness of sales force, and 
awareness. Conjoint analysis predictions also assume that all relevant attributes 
that influence share have been measured. Therefore, the share of preference pre­
dictions usually should not be interpreted as market shares, but as relative indica­
tions of preference. 

Divorcing oneself from the idea that conjoint simulations predict market shares 
is one of the most important steps to getting value from a conjoint analysis study 
and the resulting simulator. While external-effect factors can be built into the sim­
ulation model to tune conjoint shares of preference to match market shares, we 
suggest avoiding this temptation if at all possible. No matter how carefully con­
joint predictions are calibrated to the market, the researcher may one day be em­
barrassed by differences that remain. Also, using external effects often changes 
the fundamental properties of the original simulation model, such as the price 
sensitivities and substitution rates among products (Orme and Johnson 2006). 
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10.8 Multi-Store Simulators 
The assumption of equal distribution is often responsible for the greatest differ­
ences between actual market shares and simulated shares of preference. Fortu­
nately, there is a correct and straightforward simulation method for this problem. 
A multi-store simulator provides an appropriate way to account for an unequal 
distribution of products across the market without changing the products' original 
price sensitivities or substitution rates (Orme and Johnson 2006). 

A multi-store simulator allows the researcher to specify, in the simplest case, 
the percentage of the regions/stores that carry each product. Superior implementa­
tions specify which products are available within each region/store and how much 
volume each region/store accounts for. Respondents are then randomly selected 
(with probability proportional to store volume) to make simulated visits to mul­
tiple stores on each of hundreds or thousands of occasions and to make choices 
among available products. If the respondent locations are known, we assign re­
spondents to visit the applicable regional stores, rather than using a random pro­
cess of assigning respondents to stores. The multi-store simulator is not just a tool 
for adjusting simulated shares to reflect better the availability of products across 
the market (and, in turn, market shares), but it is also a tool that more directly 
accounts for substitution effects by recognizing which products compete directly 
with one another (because they tend to be offered within the same regions/stores). 



Chapter 11 

Maximum Difference Scaling 

Maximum difference scaling (MaxDiff) has experienced a recent surge in popu­
larity, especially among analysts familiar with conjoint and choice analysis. The 
percentage of conjoint software users employing MaxDiff has grown from 8 per­
cent in 2005 to 31 percent in 2008 (Sawtooth Software 2008). Presentations fea­
turing MaxDiff have won best paper awards at recent marketing science confer­
ences, including ESOMAR, the Advanced Research Techniques (ART) Forum, 
and the Sawtooth Software Conference. 

MaxDiff is used for measuring the importance or preference within a list of 
items, such as product features, brands, advertising claims, product packaging, 
and job-related factors. It is meant to replace standard (and problematic) ratings 
questions, in which we ask respondents to rate items on (typically) a five-point 
scale. 

Although MaxDiff, also known as best-worst scaling, is not technically a con­
joint method, it is very similar. MaxDiff is easier to understand than conjoint 
analysis, involves fewer pitfalls, and is applicable to a wide variety of problems. 
But MaxDiff is not a substitute for conjoint. 

11.1 Motivation for Maximum Difference Scaling 

As researchers, we are constantly measuring the importance of or preference for 
things. The default approach has been the rating scale, often formatted as a grid, 
such as the one in exhibit 11.1. 

The good news about grid-style ratings is respondents can answer them very 
quickly, often in about five seconds or less per item. Thus, respondents can pro­
vide data on dozens of product features or brands, while leaving time for more 
questions that we like to pack into questionnaires. But is this really good news? 
Should speed alone be the goal? 

A key problem with standard ratings of importance is that people say that most 
things are very important or extremely important. From a data analysis perspec­
tive, we would prefer them to use the full breadth of the scale in a discriminating 
way, without having so many items rated at the extremes. We would like to be 
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How important are these aspects 
o f fast food restaurants to you? 

Has dean eating area 
Has clean bathrooms 
dome health foods items on the menu 
You get your food quickly 
Staff are dressed professionally 
Prices are very reasonable 
Your order is always filled right 
Has a play area for children 
Food tastes wonderful 
Restaurant gives generously to charities 

. ///+ / 
/ ^ cf ^ <f 
O 0 O O O 
0 0 0 0 0 
0 O 0 0 O 
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O O O 0 O 
O O O 0 O 
O 0 0 0 0 
O 0 0 0 0 
O 0 O 0 0 
o o o o o 

Exhibit 11.1. Typical ratings grid-

able to discover differences in importance across items for each individual and 
differences across segments of respondents for each item. Unfortunately, we of­
ten see little variability because the standard rating scale allows respondents to 
give lazy, non-discriminating answers. 

But the problem is even more insidious than we have described so far. While 
some respondents tend to favor the upper end of the rating scale (yea-saying), oth­
ers respondents may gravitate toward lower scale points (nay-saying). Moreover, 
some conscientiously use the full breadth of the scale while others concentrate on 
a narrow section of the scale. These tendencies are referred to as scale use bias, 
and they harm our ability to get an accurate measurement of preferences. Scale 
use bias can be problematic when comparing groups of respondents to determine 
which group is most interested in a particular product feature. Is the observed dif­
ference real or just an artifact of the groups' scale use tendencies? Those involved 
in international research should be concerned if different cultures use rating scales 
differently. Indeed, comparing average ratings across countries can pose signifi­
cant challenges. 

Some researchers encourage respondents to provide a wider variety of re­
sponses both within and between items by adding points to the rating scale. But 
with more scale points, respondents often react by shifting their answers to the left 
or right, continuing to use few of the available scale points (such as the tendency 
to use every fifth or tenth point on a 100-point scale). Researchers have also tried 
to counter scale use bias by normalizing data across respondents—zero-centering 
the data and equalizing the variances. The resulting standardized scores are a bit 
awkward to present to decision-makers because they have positive and negative 
values. Furthermore, these post-processing steps do not resolve the fundamental 
problems with traditional rating scales. 
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When considering fast food restaurants, 
among the four attributes shown here, 
which is the most important and least important? 

Most 
Important 

O Prices are very reasonable 
O Your order is always filled right 
O Food tastes wonderful 

Least 
Important 

0 
O 
0 

O Some health foods items on the menu 0 

Exhibit 11.2. MaxDiff question 

To add to the problem of scale use bias, some cultures or segments of the pop­
ulation have a difficult time communicating strength of preference using values 
on a rating scale. This is especially true for children and individuals with little 
education. MaxDiff avoids these issues. No scale is presented to respondents. 
There are no scale labels to misinterpret, so scale use bias is irrelevant. People 
of all ages, cultural backgrounds, and educational levels find it natural to make 
choices. MaxDiff also capitalizes upon the fact that people find it easier to iden­
tify extremes than to discriminate among items of middling importance. Making 
choices is common to the human experience; rating scales are not. MaxDiff re­
solves many problems with traditional rating scales. 

11.2 Efficient Data Collection Mechanism 
With MaxDiff, we begin with a list of items or attributes (typically eight or more) 
and the desire to measure them on a common scale of importance or preference. 
In each MaxDiff question, respondents are shown just a few of the items (typically 
four to six items at a time). For each set of items, respondents pick the most and 
least important (or most and least preferred), as shown in exhibit 11.2. 

Respondents typically complete about eight to twenty-four such questions. 
Across the questions, each item is seen many times by each respondent. The 
questions are designed carefully so that each item appears approximately an equal 
number of times. Furthermore, each item appears approximately an equal number 
of times with every other item. 

Jordan Louviere, the inventor of the technique, originally called the method 
best/worst and later referred to it as maximum difference measurement. The lat­
ter label refers to the idea that respondents selecting the best and worst items 
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are identifying the pair of items with the maximum difference in importance or 
preference among all possible pairings of items within the question. 

MaxDiff captures a great deal of information per unit of respondent effort. 
Consider a MaxDiff questionnaire with four items per set (items A, B, C, and 
D). If the respondent says that A is best and D is worst, we can inter a number 
of relationships (inequalities) among those four items. We of course know that A 
(best) is preferred to D (worst). But, we also know that A is preferred to both B 
and C. Furthermore, we know that B and C are also preferred to D, The only 
unknown is how B compares to C. Thus, with just two clicks, the respondent has 
provided information regarding five of the six possible paired comparisons within 
the set: 

A>B,A>C,A>D,B>D,OD 

It is easy to see why MaxDiff may be considered an efficient mechanism for 
obtaining paired comparison information. The method of paired comparisons has 
been a mainstay of preference research for well over fifty years. Recent research 
has shown that MaxDiff works better than the traditional method of paired com­
parisons for scaling multiple items (Cohen 2003). 

11.3 Analysis of Maximum Difference Data 

Two common ways to analyze MaxDiff data are counting analysis and score esti­
mation. Score estimation is often done using techniques such as aggregate logit, 
latent class, and hierarchical Bayes (HB). 

Counting Analysis: Best and Worst Percentages 

If the questionnaire design is near-orthogonal (meaning each item is shown ap­
proximately an equal number of times with every other item in the study) one 
may compute the percentage of times respondents choose each item as best (most 
important) or worst (least important). These two measures should run essentially 
counter to one another—items chosen most often as best will be chosen least of­
ten as worst. Table 11.1 shows hypothetical percentage best and worst results for 
ten items dealing with aspects of fast-food restaurants. 

Best-Worst Percentage Differences 

A simple way to combine the information from best and worst judgments is to 
subtract the percentage of times an item is selected worst from the percentage of 
times it is chosen best. For example, if item j is selected best 40 percent of the 
time and selected worst 10 percent of the time, the combined score for item j is 
40 minus 10, or 30 percent. The combined scores range from a maximum of 100 
percent (for an item always chosen best) to a minimum of -100 percent (for an 
item always chosen worst). Scores greater than zero indicate mat an item is more 
likely to be chosen best than worst, whereas negative scores indicate that an item 
is more likely to be chosen worst than best. One can display the resulting scores 

11.3 Analysis of Maximum Difference Data 

Table 11.1. Best and worst percentages from counts 

Restaurant 
Characteristic 

Clean eating area 
Clean bathrooms 
Health food items 
Get food quickly 
Dressed professionally 
Reasonable prices 
Get order right 
Play area 
Tastes wonderful 
Gives to charities 

Percent 
Best 

38.6 
29.4 
19.9 
20.8 
18.3 
23.1 
24.6 
19.5 
36.1 
19.0 

Percent 
Worst 

11.0 
18.6 
25.1 
27.6 
30.7 
23.8 
22.5 
27.9 
13.5 
30.9 

using bar charts. Such bar charts may be used to compare across segments of the 
population. Hypothetical percentage difference scores for males versus females 
are shown in figure 11.1. 

Estimated Scores 

A more precise way to estimate item scores involves applying a statistical model, 
such as aggregate logit, latent class, or hierarchical Bayes estimation (HB). De­
ciding to apply a model rather than just counting choices has benefits beyond 
better precision. The latent class technique, for example, divides respondents into 
groups that have similar preferences (needs-based segmentation). Hierarchical 
Bayes analysis provides stable and accurate scores for each individual, whereas 
counting results for one individual would typically be a bit less precise (Orme 
2009a). 

As with counting analysis, model estimation can lead to separate scores or 
weights using information from best choices alone, worst choices alone, or com­
posite scores from best and worst choices. Score estimation involves dummy cod­
ing similar to what we would use in conjoint analysis. And, as with conjoint anal­
ysis, estimated scores typically include both positive and negative values. Note 
that items with negative scores are not necessarily undesirable to respondents— 
negative scores mean that these items are less desirable than those with larger or 
positive scores. Table 11.2 shows estimated scores (based on an aggregate logit 
model) for the restaurant study. 

Some researchers find it easier to rescale positive and negative scores on a 
zero-to-100 scale, as shown in table 11.3. (Note that we could have employed a 
similar rescaling with the combined counts in figure 11.1.) 
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Clean eating area 
Tastes wonderful 
Clean bathrooms 

Get order right 
Reasonable prices 
Health food items 

Get food quickly 
Play area 

Gives to charities 
Dressed professionally 

-30 -20 -10 0 10 20 30 40 
Best-Worst Percentage Difference 

Figure 11.1. Combined importance scores by gender 

11.3 Analysis of Maximum Difference Data 

Table 11.2. Scores from logit analysis (zero-centered scale) 

Restaurant 
Characteristic 

Clean eating area 
Tastes wonderful 
Clean bathrooms 
Get order right 
Reasonable prices 
Health food items 
Get food quickly 
Play area 
Gives to charities 
Dressed professionally 

Importance 
Score 

1.30 
1.18 
0.80 
0.39 
0.21 

-0.17 
-0.34 
-0.56 
-1.32 
-1.49 

Table 11.3. Scores from logit analysis (zero-to-JOO scale) 

Restaurant 
Characteristic 

Clean eating area 
Tastes wonderful 
Clean bathrooms 
Get order right 
Reasonable prices 
Health food items 
Get food quickly 
Play area 
Gives to charities 
Dressed professionally 

Importance 
Score 

100 
96 
82 
67 
61 
47 
41 
33 
6 
0 
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Table 11.4. Scores from logit analysis (100-sum scale) 

Restaurant 
Characteristic 

Clean eating area 
Tastes wonderful 
Clean bathrooms 
Get order right 
Reasonable prices 
Health food items 
Get food quickly 
Play area 
Gives to charities 
Dressed professionally 

Importar 
Score 

25 
22 
15 
10 
9 
6 
5 
4 
2 
2 

Another approach is to place the weights on a ratio scale. With the ratio scale, 
all values are positive and an item with a score of 20 is twice as preferred as an 
item with a score of 10. We obtain ratio measures like this by taking the antilog of 
each item's zero-centered score and rescaling to a new score, so that the sum of the 
scores across all items is 100. In Microsoft Excel, the antilog formula is -EXP(x), 
where x is the value to be transformed. After this transformation, all scale values 
are positive. It is common to rescale item scale values so their sum is 100, as 
shown in table 11.4. Other scale transformations may be used. For example, we 
could transform in a way that ensures that the average scale score across items 
is 100. Although ratio scales have strong properties, some researchers dislike the 
fact that the exponential transformation tends to stretch the scale so that a few best 
items receive large scores, while the worst items tend to group near zero. 

Disaggregate Analysis 

The illustrations in this chapter have involved aggregate (pooled) analysis. Most 
researchers analyze MaxDiff using disaggregate methods that estimate scores for 
segments using latent class analysis or scores for individuals using hierarchical 
Bayes models. In these cases, scores are developed separately for each segment 
or individual, with the scores averaged across segments or individuals to reflect 
the population. 

An interesting outcome with disaggregate analysis that sometimes surprises 
researchers is that the summary importance scores for the population can mod­
estly change in rank order depending on whether one averages across die raw 
individual-level scores from HB (or segment-based latent class analysis) or av­
erages across the same scores transformed to the ratio scaling. The exponential 
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transformation to the ratio (probability) scale cannot change the order of prefer­
ence of items within the segment or individual. But, when averaging exponen­
tially rescaled scores across segments or individuals, the resulting summary rank-
order of preference can slightly change. For example, an item that appears fourth 
most important for the sample under the raw logit-based scaling may change to 
third or fifth in importance under ratio scaling. 

11.4 Maximum Difference Scaling Versus Conjoint Analysis 

Although there are many similarities between MaxDiff scaling and conjoint anal­
ysis, each method has unique characteristics. The most noticeable difference is 
that MaxDiff does not require a structured organization of attributes, each with 
two or more levels. We simply construct a list of items or attributes for measure­
ment on a common scale. After we obtain scale scores, all items may be directly 
compared. 

As with conjoint analysis, items in MaxDiff questionnaires can be prohib­
ited from appearing with other items. But MaxDiff prohibitions are much less 
detrimental to obtaining stable score estimates than with conjoint analysis. We 
recently used simulated respondent data to test MaxDiff score estimation for an 
unrealistically large number of prohibited combinations and were impressed by 
the method's robustness. Recognize, however, that the simple method of count­
ing analysis becomes less accurate when prohibitions are used. Model estimation 
with the statistical methods mentioned earlier is usually required to obtain proper 
scores when one imposes prohibitions. 

Although one can use conjoint-looking attribute lists within MaxDiff, the 
method does not formally support a market simulation capability. MaxDiff is 
a method for prioritizing a list of items, placing them on a common preference or 
importance scale. Its focus is on contrasting items rather than learning how com­
binations of the items taken together (conjoined, as with conjoint) affect buyer 
preference for product wholes. As a result, the concept of adding scores to pre­
dict the desirability of a product made up of multiple features is not supported. 
That said, the inventor of the technique, Jordan Louviere, has claimed some suc­
cess with MaxDiff in projecting preference for product concepts by adding the 
scores for their features. He has also used MaxDiff with attribute lists from con­
joint analysis, calling it "best-worst conjoint." This approach to conjoint analysis 
has not gained traction or acceptance in the research community. 

If the goal of the research is to understand and predict preference for prod­
uct or service concepts made up of combined attributes, then conjoint analysis is 
appropriate. If the emphasis is on prioritizing a list of items or features, placing 
them on a common scale, then MaxDiff is preferred. 
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11.5 Concerns about Maximum Difference Scaling 

A flexible and useful scaling technique, MaxDiff is not without its problems. 
Researchers note the following concerns: 

• MaxDiff surveys are long. MaxDiff surveys are much longer than surveys 
using traditional ratings. The typical MaxDiff survey takes about three 
times as long to complete as a traditional ratings survey. 

• The information from "bests" may be different from "worsts." Flipping 
the scores derived solely from "worst" judgments (by multiplying by -1) 
and comparing to those derived solely from "bests" can reveal statistically 
significant differences. That is not to say that the scores are substantially 
different from a managerial perspective or that they would lead to different 
recommendations. Generally, this lack of symmetry has been more of a 
concern to academics than to practitioners. A solution would be to drop 
the "worst" question from the MaxDiff questionnaire. But, to get the same 
amount of information, a best-only questionnaire, would need to be much 
longer than a best-worst or MaxDiff questionnaire. 

• MaxDiff focuses equally on achieving stable estimates of both best and 
worst items. Typically, managers are more concerned with discriminating 
among the top few (best) attributes. However, MaxDiff questionnaires fo­
cus equal attention on items at the extremes (both best and worst). Newer 
adaptive approaches to MaxDiff have been proposed that focus on obtain­
ing stronger estimates of best items, while sacrificing a modest amount of 
precision for items near the bottom of the scale (Orme 2006). 

• There is controversy about MaxDiff's conforming to strict error theory. 
Experts in statistics have argued that MaxDiff data do not formally con­
form to error theory consistent with logit analysis. Academics have ar­
gued this point, but practitioners have paid little attention. Logit scores are 
very consistent with respondent preferences observed via counting anal­
ysis, and, for practical purposes, there does not seem to be a problem in 
applying logit theory to MaxDiff. Researchers concerned about this tech­
nical point can obtain many of the benefits of MaxDiff by analyzing only 
the "bests" half of the MaxDiff questionnaire. 

• MaxDiff has an arbitrary scale origin. The comparative nature of select­
ing a best and a worst item is a strength of MaxDiff, but it leads to a 
weakness—the scores have an arbitrary origin. 

Suppose we ask two respondents to evaluate the importance of eight char­
acteristics of airline travel. Of course, there are many more aspects than 
eight to describe the travel experience, but we have chosen to study just 
eight. For the first respondent, assume we have chosen the eight character­
istics that he or she finds most important. For the second respondent, there 
may be other characteristics, many more important than the eight we have 
chosen to measure. That is, for these two respondents, the eight character-
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istics we have chosen differ in importance in an absolute sense. But there 
is no way to determine from their answers to MaxDiff questions that the 
first respondent values the eight characteristics more highly than does the 
second respondent. 

With MaxDiff, we never ask respondents to indicate their feelings about 
the absolute importance of attributes. Rather, the data are relative in na­
ture, and the scores reflect an arbitrary origin. Often, MaxDiff scale scores 
are zero-centered. It is also common to constrain a particular item score to 
be zero, with the other items scaled with respect to that zero score. Fur­
thermore, if we transform to a zero-to-100 scale, we do not resolve the 
issue of an arbitrary scale origin. Only if we employ additional calibra­
tion questions can we give MaxDiff scores an absolute as well as a relative 
meaning. See Bacon et al. (2007), and Orme (2009b) for examples of this 
approach. 

11.6 Predictive Validity 

MaxDiff is more discriminating than standard ratings-based methods and, most 
importantly, is free from scale use bias. But enhanced discrimination is not the 
ultimate goal of item scaling. Rather, validity is paramount in terms of under­
standing buyers' true motivations, preferences, and, ultimately, in predicting their 
behavior. 

Recent research comparing MaxDiff to standard ratings scales shows that 
MaxDiff is more accurate in predicting holdout choices and brand preferences 
than traditional rating scales (Cohen 2003; Chrzan and Golovashkina 2007). Be­
cause it is a relative newcomer, the evidence of MaxDiff's predictive validity is 
not as extensive as the evidence for conjoint methods' validity. MaxDiff has many 
elements in common with conjoint methods and has generated interest within the 
conjoint community. We expect further evidence of its usefulness and validity to 
be presented in upcoming conferences and publications. 



Chapter 12 

Adaptive Choice-Based Conjoint 

Choice-Based Conjoint (CBC) is the most widely used conjoint technique today. 
The marketing research community has adopted CBC enthusiastically for several 
reasons. Choice tasks mimic what actual buyers do more closely than the ranking 
or rating tasks of traditional full-profile conjoint analysis. Choice tasks seem easy 
for respondents—everyone can make choices. And, equally important, there are 
solid statistical models for deriving part-worth utility estimates from choices. 

Unfortunately, CBC is less informative than tasks involving ranking or rating 
of product concepts. Before making a choice, the respondent must examine the 
characteristics of, typically, three to six product concepts in a choice set, each 
described on multiple attributes. Yet, his or her choice reveals only which product 
is preferred, and nothing about strength of preference or the relative ordering of 
the non-preferred concepts. 

Aware of the limitations of standard CBC, Johnson and Orme (2007) of Saw­
tooth Software introduced a new conjoint method—adaptive choice-based con­
joint (ACBC). We can expect ACBC and related approaches to have a significant 
impact upon future conjoint practice. Adaptive methods are especially useful for 
studies involving five or more attributes. 

12.1 Origins of Adaptive Choice-Based Conjoint 
Despite its popularity as a method of marketing research, standard CBC has many 
limitations: 

• Product concepts in many conjoint surveys are not close to the respondent's 
ideal. This can create the perception that the interview is not focused or 
relevant to the respondent. 

• Respondents (especially in Internet panels) do choice tasks very quickly. 
We have observed that, after respondents warm up to a CBC task, they 
typically spend no more than twelve to fifteen seconds per choice set. 

• To estimate part-worths at the individual level, we require each respondent 
to make many choices. But when a dozen or more similar choice tasks are 
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given to respondents, the survey experience is seen as repetitive and bor­
ing. Many respondents are less engaged in the process than the researcher 
might wish. 

• Suppose a respondent is keenly intent on a particular level of a critical at­
tribute (a must have feature), but there is only one such product available 
per choice task, then the respondent is left with two alternatives: select the 
product with the critical feature or select none (assuming the none option 
is available). Thus, for respondents intent on a few key levels of attributes, 
standard CBC choice tasks (featuring minimal level overlap) do not en­
courage respondents to reveal fully their product preferences. We learn 
only about a few must have features. To complicate matters further, super­
ficial answers lead to seemingly consistent data and good statistical fit. 

Many CBC respondents answer choice questions more quickly than would 
seem possible if they were giving thoughtful responses using an additive, com­
pensatory model. Through the analysis of commercial CBC datasets, researchers 
have found that most respondent answers can be accounted for by simple screen­
ing rules involving a few attribute levels (Gilbride and Allenby 2004; Hauser et 
al. 2006; Johnson and Orme 2007). Combine this fact with the realization (by 
anyone who has answered a CBC questionnaire) that the experience seems repeti­
tive and boring, and we are led to conclude that there is a need for a different way 
of conducting choice research. 

Huber and Zwerina (1996) showed that choice designs are more statistically 
efficient when product alternatives within choice sets are nearly equal in utility. 
Their research gave rise to the term "utility balance." But choice tasks with utility 
balance cannot be designed without knowledge of the respondent's utilities, which 
is not available until after the interview. This chicken-and-egg problem has led 
to several attempts at adaptive methods, in which information from early choice 
tasks is used to create greater utility balance in later choice sets. 

Early attempts at adaptive methods led to mixed results (Johnson et al. 2005). 
But these attempts relied upon the assumption that respondents use a simple addi­
tive/compensatory strategy, consistent with the logit rule. In the design of adaptive 
methods, we need to acknowledge the fact that respondents often ignore some at­
tributes and rely on non-compensatory decision rules, such as screening based on 
a few must-have or must-avoid features. 

How can we obtain better or more complete data from research participants, 
while preserving the simplicity of a choice task? Is it possible to devise a survey 
method that reduces respondent fatigue or boredom and acknowledges respondent 
use of non-compensatory rules, while providing sufficient information to estimate 
numerous attribute parameters? 
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12.2 A New Approach to Data Collection 

Johnson and Orme (2007) proposed adaptive choice-based conjoint (ACBC) as 
a survey method to reflect more closely or mimic the purchase process and to 
encourage deeper thought processing from research participants. The goal was not 
to design choice tasks with the highest statistical efficiency, but rather to acquire 
better choice data. 

Researchers have long recognized that buyers in high involvement categories 
deal with the complexity of choosing among potentially dozens or even hundreds 
of available products by first screening on key characteristics to develop a man­
ageable consideration set. Then, to identify an overall winner within the consid­
eration set, buyers typically weigh a wider variety of aspects as they evaluate the 
relative strengths and weaknesses of the considered products. 

The Johnson and Orme (2007) approach recognizes that respondents employ 
screening rules. The approach asks respondents to make more detailed choices 
among product concepts that pass screening criteria. The aim is to encourage 
respondents to make choices more thoughtfully, much like they would in an actual 
purchasing situation. 

The ACBC interview has several sections. Throughout the interview, there is 
an attempt to keep the respondent interested and engaged. The instructions appear 
on the screen in text, but as though they were spoken by a friendly interviewer. 
The image of an interviewer appears frequently at various places in the interview, 
from different perspectives and in different poses. The interviewer explains to the 
respondent that this is a simulation of a buying experience and gives a rationale 
for each interview section. See Sawtooth Software (2009) for an online ACBC 
interview about laptop computers. 

Build-Your-Own Section 

In the first section of the interview the respondent answers a build~your-own 
(BYO) questionnaire to introduce the attributes and levels, as well as to let the re­
spondent design the product concept he or she would most likely purchase (given 
the attribute levels in the study). Past research has shown that respondents en­
joy BYO questionnaires and answer them rapidly, and that the resulting choices 
have lower error levels than repetitive choices from standard CBC questionnaires 
(Johnson, Orme, and Pinnell 2006). 

A screen for a BYO section of an interview about laptop computers is dis­
played in exhibit 12.1. Based on answers to the BYO questionnaire, the ACBC 
algorithm creates a pool of product concepts (around twenty-four to forty) that are 
near neighbors to the respondent's preferred product. Each concept in the pool is 
generated following a near-orthogonal design by altering a few of the attributes 
from the BYO-specified concept. 
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Please select the laptop computer you'd be most likely to purchase. 
For each feature, select your preferred level. 

Feature 
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Source: Adapted from Sawtooth Software (2009). 

Exhibit 12.1. ACBC build-your-own questions 
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Screening Section 

In the second section of the interview, the respondent answers screening questions 
in which product concepts (substantially like the one the respondent configured 
in the BYO stage) are shown a few at a time. Here, the respondent is not asked 
to make final choices, but rather to indicate whether each product concept is a 
possibility. Exhibit 12.2 displays a portion of the screening section for the laptop 
study. The exhibit shows only three product concepts, whereas an actual screening 
task might show four or five concepts on one screen. 

The screening section identifies must-haves and must-avoids (unacceptables). 
After each group of concepts has been presented, previous answers are scanned 
to see if there is any evidence that the respondent is using non-compensatory 
screening rules. For example, we might notice that a respondent has expressed 
interest in only one level of an attribute, in which case the individual is asked 
whether that level is an absolute requirement (a must-have). 

Past research with ACA has suggested that respondents are quick to mark 
many levels as unacceptable that are probably just undesirable. To avoid this pos­
sibility, ACBC offers only cutoff rules consistent with the respondent's previous 
choices and allows the respondent to select only one cutoff rule per screen. After 
each new screen of products has been evaluated, the respondent has an opportu­
nity to add an additional cutoff rule. After a screening rule is confirmed by the 
respondent, any products in the pool that have not yet been evaluated but that 
fail to meet the cutoff criterion are automatically marked as non-possibilities and 
eliminated from further consideration. 

Choice Tasks Section 

In the third section of the interview the respondent is shown a series of choice 
tasks that present the surviving product concepts (those marked as possibilities). 
These are presented in groups of three (triples), as shown in exhibit 12.3. At this 
point in the survey respondents should be evaluating concepts that are close to 
their BYO-specified product, concepts that they consider as possibilities and that 
strictly conform to any cutoff, must-have, or must-avoid rules. To facilitate re­
spondent information processing, attributes that are tied (have common attribute 
levels across the concepts) are grayed out, allowing respondents to focus on at­
tribute differences across the concepts. Tied attributes are typically the most im­
portant factors for the respondent (based upon already established cutoff rules). 

In the choice tasks section, then, the respondent is encouraged to discriminate 
further among products based upon features of secondary importance. Note that 
the approach of graying out tied attributes captures the benefits of partial-profile 
conjoint methods (only varying a subset of the attributes) but within the more 
realistic full-profile context. 
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Here are a few laptop computers you might like. 
For each one, indicate whether it is a possibility or not. 

Size: 

Brand: 
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Source: Adapted from Sawtooth Software (2009). 

Exhibit 12.2. ACBC screening questions 

12.2 A New Approach to Data Collection 123 

Among these three, which is the best option? (I've grayed out any 
features that are the same, so you can just focus on the differences.) 
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Exhibit 12.3. ACBC choice task 
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In the choice tasks section, the winning concepts from each triple compete in 
subsequent rounds of choice tasks (as in a tournament) until the most preferred 
concept is identified. For example, if fourteen product concepts are considered 
as possibilities, it takes seven choice tasks, showing three concepts at a time, to 
identify the overall winner. A fourth section for calibrating a none utility threshold 
may be included, similar to the calibration section within an ACA survey. 

12.3 Adaptive Versus Standard Choice-Based Conjoint 

Johnson and Orme (2007) conducted two research projects comparing ACBC to 
standard CBC. A third study was reported by Orme and Johnson (2008). The first 
and third experiments were purely methodological projects, whereas the second 
involved a commercial study for a client. 

ACBC was found to take from 50 to 300 percent longer than standard CBC, 
depending on the project and survey setup. This may appear to be a disadvantage 
at first, but it seems less so when one realizes that standard CBC questions are 
often answered in twelve to fifteen seconds after respondents are warmed up— 
seemingly inadequate time to provide thoughtful answers. 

In the first and third studies reported by Johnson and Orme, respondents found 
the ACBC survey more engaging and less monotonous than standard CBC, even 
though the adaptive survey took longer on average to complete. The second study 
involved an abbreviated CBC questionnaire relative to ACBC, and respondents 
reported that the ACBC (at about triple the interview time on average) was more 
monotonous. In all three cases, respondents reported that the ACBC interviews 
were more realistic. 

ACBC interviews provide more information than standard CBC interviews for 
computing g$rt-worth utilities. Thus, ACBC has advantages over standard CBC 
when dealing with smaller sample sizes. Part-worth utilities may be estimated at 
the aggregate or segment level using standard multinomial logit methods. They 
may also be estimated at the individual level using hierarchical Bayes methods 
(Otter 2007). 

Results from the Johnson and Orme studies showed that average part-worth 
utilities from standard ACBC and CBC were correlated at better than 0.90, indi­
cating that the two approaches yield similar overall results. Evidence from predic­
tive validity testing, however, suggested there are important differences between 
the methods (Johnson and Orme 2007; Orme and Johnson 2008). 

Internal Validity 

In terms of predictive validity, the ideal test would compare the ability of ACBC 
and CBC to predict real-world purchases. But, lacking real-world purchase data, 
Johnson and Orme measured predictive validity based on standard holdout CBC 
questions (Johnson and Orme 2007; Orme and Johnson 2008). At first blush, this 
may seem inappropriate. After all, if respondents use simplification strategies to 
answer repeated CBC tasks within market research surveys, why would one use 
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similar tasks as the criterion for predictive validity? Also, using CBC-looking 
holdout questions would naturally favor the standard CBC approach. 

Nonetheless, Johnson and Orme recognized that researchers were so accus­
tomed to seeing methods compared based on CBC holdouts that they would ex­
pect to see the same method of evaluation for ACBC. But Johnson and Orme 
conducted their test of internal validity with a twist—their primary validity task 
involved comparing product concepts that were winners from earlier CBC tasks. 
Thus, if the respondent in the laptop computer study chose a Dell laptop in three 
preliminary CBC questions, the final task would ask the respondent to choose 
among three winning Dell laptops. This customized holdout choice task would 
be more difficult to predict than standard CBC holdout tasks because it would 
require information beyond strong brand preference for Dell alone. 

In all three experiments, ACBC predicted respondents choices to the cus­
tomized CBC holdout task more accurately than standard CBC. In other words, 
ACBC did better despite the bias in favor of CBC for such a comparison. The 
difference was statistically significant in the first and third tests (hit rates of 60.8 
versus 50.0 and 44.3 versis 36.9), but nonsignificant in the second test (62.2 ver­
sus 59.5). The authors commented that the second test failed to include carefully 
controlled split-samples, so the results from the second test were not as robust 
(Johnson and Orme 2007; Orme and Johnson 2008). 

External Validity 

External validity is a more stringent and more valuable test of predictive validity 
than internal hit rates. For the first study reported by Johnson and Orme (2007), 
interviews of an additional 900 respondents were used to evaluate predictive va­
lidity. These holdout respondents completed twelve standard CBC tasks, and their 
data were not used to estimate part-worth utilities for the market simulation mod­
els. 

Johnson and Orme (2007) found that the ACBC model was able to predict 
shares of choice for the holdout respondents as well as standard CBC (again, de­
spite the bias in favor of CBC). But, when the holdout respondents were divided 
into three groups based on time spent completing the questionnaire, the authors 
found that ACBC did better at predicting the answers from respondents who took 
the most time to complete the interviews, and worse than CBC in predicting an­
swers for respondents who took the least time to complete the interviews. 

These results are consistent with the hypothesis that many CBC respondents 
use simple decision rules, such as choosing products that have a small number 
of critical attribute levels. It seems reasonable that holdout respondents who take 
longer with their choices may be using more elaborate and potentially more com­
plex decision rules. To investigate this possibility, the authors tested whether slow 
and fast responders to the twelve holdout questions differed significantly with re­
spect to part-worth utilities estimated from those tasks. A test for difference in 
parameters was statistically significant. 
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By the summer of 2009 more than fifty ACBC studies had been conducted by 
Sawtooth Software users. Many early adopters of ACBC have reported favorable 
results for ACBC when comparing predictions to actual market shares. Chapman 
et al. (2009) compared conjoint sales predictions with actual sales for personal 
computer peripherals, finding that predictions from ACBC were slightly better 
than predictions from standard CBC. Although the early evidence of predictive 
validity is positive for ACBC, it will take a number of years to determine whether 
the early enthusiasm about this technique is merited. 

12.4 Summary and Conclusions 
The ACBC method for collecting data provides several potential improvements 
over conventional CBC: 

• ACBC seems to be a more faithful simulation of the buying experience, 
especially for high-involvement products. 

• Respondents find the ACBC survey process to be more engaging than the 
standard CBC survey. 

m ACBC can provide better predictions than standard CBC, especially for 
choices among preferred product concepts. 

B ACBC may be superior to standard CBC when predicting choice shares 
for respondents who take longer and (presumably) are more thoughtful in 
completing a choice survey. 

Most choice researchers admit that task simplification at the individual level 
exists, but many have believed that analyzing data from hundreds of respondents 
(each employing a distinct simplification strategy) should mitigate the problem. 
Choice researchers have argued that aggregate analyses accurately reflected the 
careful processing of information in real-world decisions. 

Results from Johnson and Orme (2007), however, suggest that respondents 
who take more time to complete choice tasks are different from respondents who 
take less time to complete choice tasks. Aggregate analyses for these two groups 
are different. Furthermore, Johnson and Orme argue that a data collection tech­
nique that encourages greater depth of processing may produce more accurate 
share predictions. 

There are some types of choice studies that may not be a good fit for ACBC. 
Brand-package-price studies, for which conventional CBC has been very popu­
lar and quite successful, would not seem to benefit from an adaptive approach. 
But for studies involving five attributes or more (especially in high-involvement 
contexts) an adaptive procedure offers compelling benefits. 

Chapter 13 

How Conjoint Analysis 
Is Used in Industry 

Since its introduction in the early 1970s, the use of conjoint analysis in commer­
cial applications has grown exponentially. In a recent survey, Sawtooth Software 
(2008) asked its customers how many conjoint analysis projects they had con­
ducted over the past year. Based on the responses, Sawtooth Software estimated 
that between 7,000 to 10,000 conjoint analysis projects were conducted over a 
twelve-month period by its customers alone. It is likely that well over 14,000 
conjoint analysis projects are conducted worldwide per year when considering all 
the professionals that employ conjoint-related techniques. 

As a powerful preference elicitation method, conjoint analysis has found use 
in a truly astounding variety of applications. Traditional uses include the follow­
ing: 

• Pricing research 
• Product redesign/repositioning 
• Line extension 
a New product introduction 
• Market segmentation 
• Brand equity measurement 

Here are a few additional applications I have read about or heard about firsthand 
from colleagues: 

* Litigation (assessment of damages) 
• Employee research (health plans, compensation packages) 
• Online sales recommendation agents (collaborative filtering) 
• Design of university curricula 
• Capital budgeting 
• Patient/physician communications 
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B Real estate planning and pricing models 
H Advertising research 
B Design of lotteries 
H Job search/hiring 
a Environmental impact studies 
n Transportation planning 

For this chapter, I have enlisted the help of a number of individuals using 
conjoint analysis in a variety of industry applications. These people have gen­
erously shared their perspectives regarding how conjoint analysis is used within 
their organizations. Their candor is greatly appreciated. Contributors' titles and 
affiliations are provided in appendix B. 

13.1 Application of Choice Models at Procter & Gamble 
Contributed by Greg Rogers 

Like many consumer goods companies, Procter & Gamble (P&G) began using 
traditional conjoint methods to understand the importance of product and concept 
attributes. This was not always satisfying for the researcher, since only a lim­
ited number of ideas could be screened at one time. In addition, the "winning" 
result was often not practical to implement. The release of Sawtooth Software's 
Adaptive Conjoint Analysis package (ACA) in the mid-1980s helped address how 
many attributes could be tested, and generally made for relevant research, partic­
ularly in the area of new product development. 

The dearth of pricing research techniques meant that P&G embraced discrete 
choice modeling for this purpose, as did many others in the industry. It was im­
portant to use choice-based conjoint instead of other methods, since, using this 
method, one could estimate the interaction of attributes—important if you ex­
pected different price sensitivities across items. In the early 1990s, many pricing 
research studies were fielded using DOS-based software packages. The num­
ber of discrete choice models run for pricing research has grown steadily in the 
past decade. Researchers have become more comfortable with the technique over 
time, with key advances in choice task presentation and analysis (namely hierar­
chical Bayes for estimating individual level utilities), making it the preeminent 
consumer research technique for measuring price sensitivity. 

Pricing research is just one area where choice models are used at P&G to­
day. Experiments in areas like new product forecasting and responsiveness to 
marketing media are proving that choice models are just coming into their own. 
A great many researchers now have familiarity with discrete choice models and 
are finding many applications. 
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13.2 Conjoint Analysis at Eastman Kodak 

Contributed by Mike Lotti 

Conjoint analysis is one of the marketing science tools that Business Research at 
Eastman Kodak Company has found to give practical, useful insights into product 
development and launch planning. It has enabled us to understand where to focus 
in the selection of feature sets, benefits, and setting an initial pricing strategy. For 
instance, a multinational choice-based conjoint exploration was instrumental in 
guiding the final configuration and pricing for the very successful launch of the 
series of EasyShare printer docks for Kodak digital cameras. 

Successful use of conjoint methods requires careful implementation in two 
dimensions. Much attention is given to the statistical design of the task. We se­
lect the combinations of attributes and levels to ensure that managerially relevant 
effects can be estimated in the analytical model. We also ensure that there are 
sufficient participants to provide reliable parameter estimates. We can then gain 
insights into the patterns of choice, particularly at disaggregate levels. 

However, it is also very important to account for the psychological aspects 
of the task. When dealing with a new technology not widely available in the 
market, we must ensure that the participants understand the relative merits of 
the choice options. The research manager must ensure that the participants can 
give valid responses. One approach is to sample "lead users" with the requisite 
knowledge. This can be effective if the sample can effectively represent the larger 
customer base. Another approach is to create familiarization tasks that allow the 
participants to learn about the benefits delivered by attributes and levels in the 
choice tasks. Either way, we want to ensure that the respondents are not "learning 
on the fly" and are not developing decision heuristics to simplify the task of sifting 
feature sets that they find confusing. A well-designed, well-implemented conjoint 
study is a vital tool in the research manager's kit. 

13.3 Using Conjoint Analysis to Facilitate Doctor-Patient 
Communication 

Contributed by Liana Fraenkel 
Incorporation of patient preferences into medical decisions is essential to meet 
ethical standards, ensure patient satisfaction, increase compliance, and, ultimately, 
improve health outcomes. As patients become increasingly informed about med­
ical illnesses and potential treatment options, it is imperative that we develop 
support systems that efficiently capture patients' perspectives. 

The assessment of patient preferences shares similarities with the assessment 
of customer preferences for commercial products or services. When faced with 
complex treatment choices, patients, like consumers, must make complex trade­
offs between competing attributes. 
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We have recently begun exploring the use of Adaptive Conjoint Analysis 
(ACA) as a possible decision support system to elicit patient values and treatment 
preferences. ACA is particularly attractive, because it is interactive and, there­
fore, permits inclusion of a substantial number of attributes without resulting in 
"information overload." 

In our studies, we have shown that ACA is a feasible method to elicit patient 
treatment preferences in a reasonable amount of time (an average of eight to four­
teen minutes). We have also demonstrated that patient treatment preferences may 
be driven by heuristics resulting in faulty decision making, and that patient pref­
erences often conflict with physician prescribing behavior. Our long-term goal is 
to develop support systems based on ACA to improve medical decision making 
in clinical practice settings. 

13.4 Conjoint Analysis at General Motors Corporation 

Contributed by Jim Christian 
General Motors (GM) has been using conjoint analysis since the early 1970s. 
Early conjoint models had relatively few variables and showed the importance 
of attributes such as fuel economy and quality. Later models gave us products 
such as the Cadillac Northstar engine, OnStar, XM Radio, Bumper to Bumper 
warranty, as well as many vehicles, such as the Chevrolet Avalanche. Conjoint 
has become an increasingly common methodology as advances in software and 
Internet methodology have resulted in dramatic decreases in study costs. 

While complex market models may suffer from credibility issues at GM, the 
vast majority of conjoint conclusions have proven correct over time. We not only 
have extensive experience with these methods, but also routinely replicate con­
joint findings using traditional research methods. We go to great lengths to ensure 
buy-in from our product teams before ever fielding a conjoint study. This empha­
sis on credibility also leads to one important source of validity problems: overe-
ducation of respondents. Many times our teams want to use elaborate physical 
stimuli, test drives, and video to demonstrate the value of new vehicle features. 
Unfortunately, this level of education often cannot be duplicated in the market­
place. Overeducation can result in expensive vehicle features that customers are 
unwilling to pay for. Another significant validity issue involves the underesti­
mation of price sensitivity in our models. That is to say that our models tend 
to overestimate the sales penetration of expensive vehicles and expensive vehicle 
features. We are hoping to correct for this latter problem by adjusting the price 
utilities based on past experience with similar conjoint models. 

In central location studies, GM uses elaborate stimuli to provide credibility 
and ensure that respondents understand the attribute levels they are asked to eval­
uate. In general, we attempt to provide a level of education that is similar to that 
provided by our car dealerships and sales literature. Exterior design is often rep-
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resented by full-size projected images. Interior dimensions are demonstrated in 
machines that change size and shape as a respondent sits in the "vehicle." Ani­
mated video presentations are often used to describe future technologies such as 
navigation systems. Finally, test drives and vehicle simulators are used to demon­
strate dynamic attributes such as vehicle ride, handling, noise, and acceleration. 

GM has also been working on methods to build very large conjoint mod­
els. One approach uses ratings of individual attribute levels to impute utilities 
for attribute levels that are not actually included in the choice questions. This 
self-explicated conjoint methodology has been used successfully to field complex 
studies over the Internet. Another method for building large conjoint models uses 
a central location study to field several choice interviews that together contain 
around sixty choice tasks. By breaking up a lengthy interview into smaller tasks, 
we have been able to maintain respondent motivation to construct very large con­
joint models. 

As the models become larger and optimal solutions are more difficult to iden­
tify, optimization software is being used increasingly to search across the billions 
of possibleproduct portfolios. Manual analysis can be used to optimize one prod­
uct with a few attributes. However, manual analysis will never find an optimal 
solution for problems that contain several products in one portfolio. Optimiza­
tion software is used to automatically evolve the product attributes and identify 
solutions that optimize profit and/or estimated market share within a given set of 
constraints. After this automatic software identifies a diverse set of good solu­
tions, manual analysis can again take over to identify even better solutions with 
other important characteristics (e.g., low risk, low investment, robust to scenario 
analysis, and good face validity). 

GM fields conjoint research both as central location studies and as Internet 
studies. Our research-on-research shows that these two methods produce very 
similar conjoint models and product decisions. Central locations are generally 
preferred when physical stimuli must be used to ensure that respondents make 
informed decisions. However, physical stimuli can also make you vulnerable 
to overeducating the respondents. Central location studies also help to ensure 
research quality when the interview time must exceed forty-five minutes. On 
the other hand, Internet conjoint studies provide the critical advantages of low 
overall cost and a geographically representative sample. Climate-sensitive vehicle 
attributes, such as four-wheel drive, are known to be influenced by study location 
in the United States, and different countries exhibit even more differences. 

As vehicle programs become increasingly global, GM would like to be able 
to field global conjoint studies over the Internet. To do this we need to make 
two things happen: (1) we need to establish international consumer panels with 
vehicle ownership identified and (2) we need to develop a shorter conjoint inter­
view for use on the Internet. This shorter interview might use a combination of 
self-explicated and discrete choice conjoint methods. 
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13.5 Conjoint Analysis within Boeing Employees 
Credit Union 

Contributed by Calvin Bierley 
Boeing Employees Credit Union (BECU) is the fifth largest credit union in the 
United States, serving 385,000 members, largely in Washington State. BECU 
offers a full range of financial services. 

BECU studied the preference for regular, insured savings versus money mar­
ket accounts (MMA). BECU had long considered offering its membership a money 
market account (MMA) that would pay a higher interest rate as an alternative to 
a regular savings account. Research had shown that a large segment of the mem­
bership was risk averse and generally preferred the financial safety of a regular 
savings account that was federally insured, had no minimum balance require­
ment, and featured a guaranteed dividend rate. BECU did not want to introduce 
an MMA that was uninsured and required a minimum balance unless there was 
evidence that receiving a higher interest rate would compensate members for the 
more risky features of the MMA. 

We used conjoint analysis to estimate the preference for an MMA versus a 
regular savings account. The trade-offs involved regular savings versus MMA, 
deposit insurance versus no insurance, various interest rates and balance require­
ments, $8 monthly fee versus no fees, and fixed versus variable interest rates on 
deposits. The results showed that deposit insurance, dividends, and fees were 
equally important, yet members were willing to trade deposit insurance and the 
no-balance requirement for a higher interest rate on their deposits. 

Using the market simulator, we simulated these trade-offs to estimate the 
preference for the MMA versus regular savings. The simulations showed that 
the MMA was. equally preferred to regular savings when the MMA paid a one-
percentage-point-higher interest rate—even though the MMA required a $5,000 
balance and the deposits were not federally insured. This suggested to us that 
there was sufficient demand for the MMA product. BECU decided to introduce 
the MMA to maintain and attract deposits during a period of low deposit interest 
rates and to preserve BECU's assets-to-reserves ratio, which is a key indicator of 
financial soundness monitored by regulators. BECU has offered an MMA at a 
higher dividend rate than regular savings since June 2004. The strong demand for 
the MMA predicted by conjoint simulations seems to be on target so far, since the 
actual percentage of deposits in MMAs versus savings accounts is already at 15 
percent and steadily increasing. 

BECU also studied a checking account option for designer checks. In the past, 
BECU had offered a limited variety of standard check designs without an addi­
tional menu of designer checks. Standard survey research and member comments 
showed that 43 percent of BECU members had previously purchased designer 
checks, which indicated a potential demand. However, a simple percentage for 
past usage did not tell us whether the demand for designer checks was likely to 
support the price required to break even. The unknown was how preference for 
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designer checks would vary over prices ranging from $8 to $17 per box of checks 
while also varying the number of styles available from one to four. 

We conducted a conjoint analysis study in which members made trade-offs 
among the designer check options, the price of the checks, and the number of 
available designer styles. The resulting market simulator indicated relatively high 
interest in designer checks. The preference for designer checks versus the stan­
dard option decreased from 60 to 30 percent over the price range. Offering four 
styles of checks instead of one supported a 10 percent higher share of preference 
at all price points. This suggested that there was a significant interest in designer 
checks even at the higher price range, and that offering more styles could further 
elevate the preference. BECU initially postponed offering designer checks until 
an economical arrangement could be made with a vendor to offer a large selection 
of check styles well in excess of the one to four styles used in the conjoint study. 
With moderate promotion and after less than one year, designer checks currently 
account for about 10 percent of all check orders, with an average price per order 
of $15. The prediction is that designer check usage will eventually double to 20 
percent or more, as more members become aware of the availability of the de­
signer check option. This is consistent with findings of the conjoint study that 
showed a 30 percent share of preference at $17 with greater value in having more 
check styles to choose from. The designer checks are a source of profits with a 
margin of $3.50 per order, whereas standard checks are priced at cost. 

13.6 Adaptive Conjoint Analysis at the Canadian Department 
of Fisheries and Oceans 

Contributed by Murray A. Rudd 

The Canadian Department of Fisheries and Oceans (DFO) has a broad mandate 
to manage and protect the aquatic environment, facilitate sustainable marine de­
velopment, maintain marine safety, and increase our understanding of oceans and 
aquatic resources in Canada. The Maritimes Region is responsible for the man­
agement of the Scotia-Fundy shelf, an area of highly diverse and valuable com­
mercial fisheries. 

Managing fishery resources in such a complex environment can be difficult, 
especially when the manager must make choices about where to direct scarce fi­
nancial and human resources in a way that will best achieve policy objectives. One 
challenge is to understand how preferences may differ at various levels of govern­
ment. Do the management decisions of resource managers reflect higher-level 
political directives and societal preferences? Are the operational-level priorities 
of enforcement officers in the field aligned with management priorities? If pref­
erences are not aligned at different levels of the policy-management-enforcement 
chain, resource allocation may be, at best, inefficient. 

The importance of preferences in government resource allocation problems 
suggests that stated preference surveys may be a valuable tool for identifying how 
efficient resource allocation decisions can be implemented. While discrete choice 



134 How Conjoint Analysis Is Used in Industry 

methods may be the preferred approach for assessing utility-theoretic consumer 
surplus using large samples, Adaptive Conjoint Analysis (ACA) may be the pre­
ferred survey tool for some specialized applications in which limited numbers of 
experts are queried about complex choices. Detailed resource allocation models 
will need detailed information about the preferences of a variety of groups within 
and outside of government; we believe that various types of conjoint analysis can 
help elicit this information. 

13.7 Using Discrete Choice Methods in Health Care 
and Education 

Contributed by Charles E. Cunningham 
Our Patient-Centered Service Research Unit in the Faculty of Health Sciences at 
McMaster University has worked closely with Dr. Ken Deal of the Marketing De­
partment of the DeGroote School of Business to involve patients in the design of 
services they receive. The three projects below each began with focus groups and 
key informant interviews. The themes emerging from these qualitative interviews 
were used to compose conjoint attributes and levels. 

One application involved designing parenting workshops. We began with the 
design of workshops for parents of children with mental health problems. Parents 
preferred a scientifically proven program using an active learning process. Their 
decision to enroll in a parenting skill building program was sensitive to logistical 
issues such as travel time, workshop schedules, and the availability of child care. 
Using latent class analysis, we uncovered two strategically important segments 
with distinct service delivery and advertising preferences. Simulations regard­
ing the redesign of our parenting workshops were consistent with the results of 
clinical trials and utilization studies, and the validity of our clinic redesign simu­
lations using conjoint data was supported by improvements in subsequent service 
utilization. 

A second application involved improving patient care. The project involved 
a corporation of five teaching hospitals serving a population of 2.2 million Cana­
dians. We established an annual organizational objective to develop a model of 
patient-centered care. Focus groups and individual interviews revealed a series 
of service delivery attributes of special importance to patients. Patients com­
pleted partial-profile, discrete choice conjoint surveys in both paper-and-pencil 
and computer-generated formats. Latent class analysis revealed two segments. 
Both segments preferred hospitals that ensured patients received more health in­
formation and prompt progress reports. Health care teams that worked effectively, 
an opportunity to learn health promotion skills, and a collaborative approach to 
service planning were important to a segment of well-educated outpatients. Con­
venient settings, a welcoming environment, and ease of internal access exerted 
a greater influence on a segment of inpatient and immigrant families. Simula-

13.8 Analysis of Women's Preferences for Place of Child Delivery in Rural Tanzania 135 

tions predicted that both segments would be willing to trade increased wait times 
if patients received prompt progress reports, more health information, and the 
skills to improve their health. The corporation based its model of patient- and 
family-centered care and its annual quality improvement plan on the results of 
this conjoint experiment. 

A third application involved designing the medical school curriculum. Given 
the usefulness of conjoint experiments in improving health services, McMaster 
University decided to use a discrete choice experiment to involve students in the 
redesign of its small-group, problem-based undergraduate medical education pro­
gram. Using themes from an electronic decision support lab and key informant 
interviews, we composed fourteen four-level educational attributes. Medical stu­
dents completed a Web-administered, partial-profile, discrete choice conjoint ex­
periment. Although increases in enrollment and the high costs associated with 
small group tutorials led faculty to consider an increase in tutorial group size, 
student choices revealed a strong preference for smaller groups. Simulations, 
however, predicted that most students would trade increases in tutorial group size 
for a more structured, concept-based curriculum integrating tutorial group, clini­
cal skills, and clerkship activities. Through market simulations, we predicted an 
additional increase in preference if the savings associated with increases in tuto­
rial group size were reinvested in new e-learning technologies. In the fall of 2004, 
McMaster University introduced the new Compass Curriculum—an approach to 
medical education consistent with the results of this conjoint experiment. 

13.8 Analysis of Women's Preferences 
for Place of Child Delivery in Rural Tanzania 

Contributed by Margaret E. Kruk and Peter Rockers 
Ninety-nine percent of the world's 500,000 maternal deaths each year occur in 
developing countries, and there is a consensus in the international community 
that delivery in health facilities could greatly reduce that figure. Unfortunately, 
only one-third of women in rural Tanzania deliver in health facilities, despite 
widespread geographical availability of health facilities and despite use of health 
clinics for prenatal care and other conditions. Patient preferences and expecta­
tions of the clinic clearly differ for different health needs. Does supply of drugs 
matter more than distance? Are either of these more important than the provider's 
attitude? Understanding women's preferences for clinical services for childbirth 
may help policymakers prioritize where to spend scarce health dollars. The final 
aim is increasing use of the health system for delivery and, hopefully, reducing 
maternal deaths. 

We used conjoint analysis methods to estimate the relative worth of different 
features of health facilities to women from rural Tanzania in considering where to 
deliver their next child. Women were asked to select a facility for their next deliv­
ery based on six attributes: distance, cost, type of provider, altitude of provider, 
availability of drugs and equipment, and free transport. The two most important 
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facility attributes for women were a respectful provider attitude (provider who 
smiles and listens carefully) and availability of drugs and medical equipment. 
Results from the conjoint analysis were consistent with women's past choice of 
delivery facility, suggesting congruence with revealed preference. 

In order to assess the extent to which focused investments and policy reforms 
in the Tanzanian health system would increase utilization of primary care facil­
ities, we conducted simulations reflecting potential changes to facilities, and we 
calculated projected shares of preference for these facilities versus delivering at 
home among women. These policy simulations suggested that, if provider perfor­
mance could be improved and drugs and medical equipment were reliably present, 
a large majority of women would choose to deliver in health facilities. Our results 
provide a preliminary road map for policymakers to begin tackling health system 
reforms to reduce the high rates of maternal mortality in their populations. Real-
life experiments that address the key factors identified by women could be used 
to test the real-world impact on facility delivery rates. 

In sum, if health system reforms in developing countries are to be successful, 
they must account for patient preferences or else risk underutilization with disas­
trous health effects. One glaring example of this can be seen in the high rate of 
maternal mortality and low levels of facility delivery in rural Tanzania. Conjoint 
analysis is a feasible and informative method for eliciting population preferences 
for health system reforms in developing countries. 

13.9 How Conjoint Analysis Is Used at Microsoft 
Contributed by Christopher N. Chapman 
"We're pricing this product at $99. But is that the best price? What if we charged 
$10 more or $20 less? Is the product attractive enough to make up more than the 
price difference?" At Microsoft Hardware, where we make retail consumer PC 
accessories such as mice and keyboards, these questions were common several 
years ago. Our products fit into existing retail price bands alongside competitors, 
but the match between a product idea and a specific price band was sometimes 
difficult to establish. 

Besides looking at price points and product fit, we had many other questions 
related to portfolio management. If we needed to fill a specific retail price point, 
which product and set of features would do best? How should we select features 
at one price point so as not to adversely impact products at other prices? Among 
several possible products or features we could develop, which would appeal most 
to customers? 

A turning point came when we posed these questions to Dr. Edwin Love of 
the University of Washington School of Business (now at Western Washington 
University), an expert on innovation strategy. We asked him if there were methods 
that would help us. "Sure," he said. "Its a straightforward application of choice-
based conjoint analysis." He visited Microsoft Hardware to present the research 
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foundations and a plan for our product teams. Then, as a pilot project, we funded 
a series of studies in one of our hardware product lines. 

Conjoint analysis is often applied late in a product cycle to establish pricing 
and estimate demand shortly before product release. We felt this was sub-optimal, 
that it would be better to learn about price, demand, and feature preference at the 
earliest possible time, the point at which a product concept is selected and before 
formal development is launched. Accordingly, our first conjoint research projects 
looked at innovative products and focused on gauging customer interest among 
multiple potential products. By understanding customer prioritization early, we 
could better decide which products should move into formal development. For a 
given product concept, we were also able to prioritize the features for the engi­
neering teams. After initial successes, we began to use conjoint methods broadly 
across an entire product line. 

For this kind of product selection research, we commonly use choice-based 
conjoint analysis paired with qualitative focus groups. Because innovative prod­
uct concepts are confidential, we cannot include them in traditional online surveys 
(which are easy to capture and leak), yet we need more rigorous data than focus 
group discussions can provide. Also, we often need to demonstrate product con­
cepts in depth to ensure that respondents understand them. Our solution is to 
recruit focus groups from the target market, show them product concepts, and 
then administer a conjoint survey within the focus group setting. To avoid bias, 
we survey respondents before they have had a chance to discuss concepts and in­
fluence one another. We follow the conjoint survey with open group discussion as 
with traditional focus groups, and we use that discussion to drill down on specific 
aspects of the conjoint results. 

This combination of quantitative and qualitative research yields rich and de­
tailed information. It preserves confidentiality with nondisclosure agreements and 
control of product visuals and descriptions, yet obtains rigorous market estimates 
of product preference and individual-level results for respondents. Because the 
survey typically takes only fifteen to twenty minutes of focus group time, we are 
able to supplement the quantitative data with rich respondent discussion, learning 
not only what they prefer, but also why. This gives product teams rigorous data 
for strategic selection and forecasting, along with more in-depth understanding of 
consumer attitudes and preferences. This process addresses concerns about the 
reliability of focus group data while providing the opportunity for product teams 
to experience the power of direct consumer feedback. 

How well does it work? This is an ongoing question that we are beginning 
to answer rigorously. We examine the reliability of conjoint data in three ways: 
correlating conjoint focus group data to results from other studies and traditional 
online conjoint surveys, looking at the correspondence of conjoint forecasts to real 
market data, and tracking the internal influence and adoption of conjoint analysis 
across largely independent product teams. 

In terms of focus group conjoint reliability, we have conducted two compar­
isons and found excellent correspondence. Our first study looked at the agreement 
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between focus groups, examining the ranking of new product concepts in groups 
of 40 and 49 respondents. We found rank-order agreement on the two most ap­
pealing product concepts. Among the top six product concepts in each group, 
there was inclusion agreement on five concepts—the same five concepts were 
among the top six in both groups. Our second study examined product preference 
between focus group data and online survey data. An in-person conjoint exercise 
with 79 focus group respondents estimated a new product's customer preference 
at 37 to 51 percent (80% confidence interval range), while a corresponding online 
survey across the United States with 595 respondents estimated preference at 41 
to 46 percent. The focus group estimate had a large spread because of the small 
sample size, but it was centered very closely around the larger-sample estimate. 
The average in both surveys was 44 percent. 

We tolerate large confidence intervals obtained from focus group data in or­
der to gain the advantages of deeper understanding, cost reduction, and faster 
turnaround. When we need tighter estimates for demand forecasting, we use 
larger-sample, online studies. The key to success with smaller samples is to recruit 
representative samples from the test markets (testing in= Redmond, Washington, 
for example, would not be appropriate in our case) and to have enough sample to 
achieve stable results. We typically test eight to ten groups of ten people each for 
each country of interest. 

We are beginning to examine the validity of conjoint results versus actual 
market data by administering conjoint surveys periodically with online respon­
dent panels. One conjoint analysis simulation with 1,008 respondents estimated 
a particular product's preference versus other products at 36 to 40 percent (80% 
confidence interval), while the most recent retail sales data reported a 38 percent 
share. Such close correspondence is reassuring and builds confidence in the re­
search. But it is crucial to note that these results are fortuitous. As Bryan Orme 
discusses in the main text, real market results are influenced by many factors that 
cannot be simulated in a conjoint survey, such as the effects of advertising, chan­
nel distribution, retailer assortment, shelf space, and so forth. Thus, although we 
appreciate finding close research and market correspondence, we interpret con­
joint results as being about consumer preference, assuming all other factors are 
equal. Conjoint results are not expected to deliver exact market forecasts. 

In terms of product team influence, we have seen strong appreciation of the 
work we are doing. The methods described above have been adopted as standard 
practice across multiple product lines and have received attention and adoption 
in other parts of the company. Our work was recently recognized with a di­
visional award for excellence in research. Along the way, we have developed 
several extensions of basic conjoint methodology: application across the product 
lifecycle, deep integration with engineering and development work, application 
to customer segmentation and early needs identification, and a combination of 
conjoint methodology with decision modeling to examine potential strategic im­
plications of product decisions and the likely competitive responses. For details, 
see Chapman, Love, and Afford (2008) and Love and Chapman (2007). 
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In summary, conjoint analysis and related methods have been increasingly 
valuable for our market and customer research. Although every new method cre­
ates new questions, we have advanced the impact of research on business strat­
egy. With these research methods, processes, and innovations, we obtain better 
customer and market information earlier in the development cycle, answer more 
questions for product and management stakeholders, inform strategic trade-offs 
more directly, and (we believe) learn how to make better, more desirable products 
for our customers. 



Appendix A 

Glossary 

a priori A Latin term meaning "prior to" or "before the fact." In conjoint anal­
ysis, we often say that some attributes have preferences with a priori or­
der. For example, we may know that rational respondents would generally 
view lower prices to be better than higher prices, higher speeds to be more 
preferred to lower speeds, etc. In Adaptive Conjoint Analysis (ACA), the 
researcher can specify that certain attributes have a priori ordering (the lev­
els are ordered from worst to best, or best to worst in terms of preference). 
This allows ACA to avoid asking respondents to rank or rate the levels ex­
plicitly within this attribute, and also influences or constrains the estimated 
part-worth utilities to follow rational expectations. 

ACA See Adaptive Conjoint Analysis. 
ACBC See adaptive choice-based conjoint. 
adaptive choice-based conjoint Also called ACBC. A computer-administered 

choice-based conjoint interview proposed by Sawtooth Software that in­
volves three major phases: (1) configurator phase in which respondents 
specify the product they would most likely purchase by selecting preferred 
levels for each attribute, (2) screening phase during which respondents are 
asked whether they would consider as "a possibility" or "not a possibility" 
each of usually two-dozen or more product concepts constructed based on 
small variations to the configured product from the previous phase, and 
(3) choice tasks phase in which respondents choose among the products 
marked as "a possibility" from the previous phase (usually in sets of three) 
until an overall winning product is identified. The interview exploits the 
theory that respondents make purchases by first forming consideration sets 
(often using non-compensatory heuristics), then by making choices within 
their consideration sets following compensatory rules. ACBC interviews 
contain much more information than standard CBC for estimating part-
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worth utilities. Estimation may be done using conventional hierarchical 
Bayes (HB) approaches or purely individual-level estimation routines. 

The ACBC technique is new, so it is difficult to project the long-term im­
pact on conjoint practice. It seems to offer a promising solution, especially 
for high-involvement product categories involving about five or more at­
tributes. Preliminary evidence suggests that the ACBC interview is more 
focused, engaging, and realistic to respondents than standard CBC inter­
view. Respondents are willing to spend double or triple the time over non-
adaptive CBC questionnaires with equal or better reported satisfaction with 
the survey-taking experience. Early results also suggest that the data are 
superior in terms of predictive accuracy (Johnson and Orme 2007). 

Adaptive Conjoint Analysis Also called ACA. A computerized conjoint analy­
sis approach developed by Rich Johnson (1987b), first released as a com­
mercial software package in 1985. Adaptive Conjoint Analysis first asks 
respondents self-explicated prior information (respondents give level rank­
ings/ratings and attribute importance scores) and then uses that preliminary 
information to construct customized conjoint questions that are relevant 
(primarily focus on the attributes of most importance to the respondent) 
and elicit challenging trade-off decisions. After the respondent answers 
each question, the system updates its estimate of each respondent's part-
worth utilities and finishes the interview after a predetermined number of 
conjoint questions has been asked. 

ACA lets respondents evaluate more attributes and levels without over­
whelming or fatiguing the respondent than the traditional conjoint analysis 
method (full-profile card-sort conjoint). ACA is considered a good tech­
nique for product design research, but sometimes is a poor tool for pricing 
research. 

ACA became the most widely used conjoint analysis method and software 
system in the world. It held this position until about 2000, when choice-
based conjoint (CBC) became more widely used as a technique. For related 
topics, see card-sort conjoint, choice-based conjoint, conjoint analysis, and 
self-explicated approach. 

additivity A fundamental assumption made by most conjoint analysis techniques 
that the total value of a product is simply equal to the sum of the values 
of its separate parts (the sum of the part-worth utilities across its relevant 
attribute levels). The theory of additivity suggests that respondents ap­
ply a compensatory rule when considering which product to buy/choose, 
wherein bad characteristics can be overcome by the presence of other very 
good characteristics (since the value of good characteristics can compen­
sate for bad characteristics). This simple view of buyer behavior is cer­
tainly flawed, but the simplification permits us to build generally useful 
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models of consumer behavior that involve many attributes and levels, us­
ing a manageable number of questions asked of each respondent. 

In truth, many respondents apply noncompensatory rules, such as reject­
ing any product that has a particular unacceptable color or brand, or that 
exceeds a certain price, irrespective of how many other excellent qualities 
it has. Another example of a noncompensatory rule is when respondents 
choose any product that reflects their favorite brand label, irrespective of 
how many other bad characteristics it may have. 

Even though the additive rule seems simplistic and restrictive, it actually 
is flexible enough to represent basic (yet common) manifestations of non­
compensatory behavior. For example, if a respondent has must-avoid lev­
els and if large enough negative utility weights are given to these levels, 
then no combination of good product characteristics added together can 
compensate for a must-avoid level under the additive rule. 

Researchers have recently compared sophisticated noncompensatory model 
specifications to models that assume additivity, and have found only minor 
differences in model performance, even though many respondents in the 
data set are confirmed to be using noncompensatory rules (Hauser, Ding, 
and Gaskin 2009). 

aggregate model Also known as pooled analysis. Models that estimate aver­
age part-worth utilities or betas for a group of individuals, rather than for 
each respondent individually. Aggregate models are often used when there 
just isn't enough information available within each individual to estimate 
separate (disaggregate) models for each. Multinomial logit is commonly 
used as an aggregate model for conjoint/choice analysis. That is not to 
say, however, that multinomial logit cannot be used to fit group-level or 
respondent-level models. If there is enough information available within 
each individual, or if respondent characteristics are crossed by attributes, 
then multinomial logit can model respondent differences. 

allocation-based response Describes the process wherein respondents distribute 
a certain number of points across multiple product concepts within a set 
(choice task). The allocated points typically must add up to a constant 
sum, such as 10 or 100. Allocation is sometimes used in choice-based 
conjoint studies when respondents can imagine multiple purchases (such 
as breakfast cereals that might be purchased over the next ten shopping 
trips) or the probabilities of prescribing drugs to a pool of patients. Al­
location is sometimes referred to as chip allocation because respondents 
are sometimes given poker chips to move to different product alternatives 
to demonstrate relative preference. While allocation-based responses, in 
theory, provide more information for estimating preferences than discrete 
choices, the process takes much longer than making a simple choice. Also, 
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the requirement that the distributed points must add up to a particular sum 
may get in the way of respondents expressing their true preferences. 

Pinnell (1999) has argued that allocation-based responses are less accu­
rate and useful than well-designed first-choice tasks that consider different 
purchase occasions. Pinnell has suggested that rather than using alloca­
tion in CBC tasks, researchers can first ask respondents what occasions 
lead to different choices, and then ask respondents to make choices based 
on different (and customized) occasion scenarios. For example, with beer 
purchases, people consume different brands depending on the consumption 
occasion (at home alone or at a party with friends). With breakfast cereal 
purchases, the choice depends on the individual in the family who will eat 
the cereal. And, the prescription of medications by doctors depends on the 
characteristics of the patient. In all three examples, separate models could 
be built based on the specific occasions, with the results weighted across 
models to predict overall shares of choice. 

alternative See concept. 
alternative-specific attribute An attribute (product feature) that only is applica­

ble to a specific alternative in a discrete choice experiment. For example, 
the attribute parking fee is only applicable to the alternative car when con­
sidering methods of getting to work. Parking fee would not apply to riding 
the bus or walking. See also alternative-specific design. 

alternative-specific constant Also known as ASC. In discrete choice or choice-
based conjoint models, each product concept (alternative) typically is as­
sociated with, say, a different brand. In addition to the brands, other at­
tributes, such as colors, speeds, and prices, may be included in the choice 
task. The alternative-specific constant is the remaining utility associated 
with' a product alternative after accounting for all other attributes except 
the concept label, or in this case, the brand. In this context, it is there­
fore the brand intercept, or utility for brand. Of course, alternative-specific 
constants may reflect things other than brand. Transportation options (e.g., 
bus, car, train, bike) are another common example. 

alternative-specific design A more generalized and flexible type of CBC exper­
iment in which competing alternatives (such as methods of getting to work 
or different types of machines) could involve wholly unique attributes. 
For example, consider a choice task in which respondents are presented 
with multiple ways to get to work in a large city: by bus, by car, on a 
bike, or walking. The attributes that describe the alternative of bus travel 
(e.g., cost of round trip, frequency of arrival) are entirely different from 
those for car (e.g., cost of fuel, parking fees). Other alternatives, such as 
walking or biking, may involve no additional attribute descriptions at all, 
but indicate constant alternatives. Alternative-specific designs can include 
both alternative-specific (unique) attributes and common attributes (shared 
across the alternatives). Some researchers distinguish the general class 
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of flexible discrete choice methods (often referred to as discrete choice 
modeling, or DCM) that can accommodate alternative-specific attributes 
from the less-flexible choice-based conjoint approach in which all alterna­
tives share common attributes. The first versions of Sawtooth Software's 
CBC system could not accommodate alternative-specific designs. The Ad­
vanced Design Module for CBC later added some alternative-specific de­
sign capabilities. 

ASC See alternative-specific constant. 
attribute A fundamental product or service characteristic such as brand, color, 

price, speed, etc. Some refer to attributes as factors or features. Each at­
tribute in conjoint analysis must have at least two levels. For example, 
the attribute color may be described using levels such as red, green, and 
blue. Most attributes used in conjoint analysis involve relatively definite 
(concrete) dimensions. Each attribute should be as unique in meaning and 
independent from the others as possible. While conjoint analysts cannot 
include all attributes that influence preference for buying a product or ser­
vice, .often most of the decision process for buyers can be modeled using a 
reasonably small number of attributes. 

availability effect The utility loss or gain for product alternatives when compet­
ing alternatives are available within the same choice task. For example, 
Coke may be negatively affected when Pepsi also is available within the 
same choice task. In discrete choice (CBC) modeling, researchers using 
aggregate logit might model availability effects to deal with the limita­
tions of the IIA property. Availability terms are often useful for improving 
model fit for aggregate logit, but with latent class and HB methods, avail­
ability effects are typically not used. Availability effects are an example 
of cross effects. Including availability effects within a model often adds a 
great number of terms (parameters to be estimated). Models that include 
all availability and cross effects are sometimes called "mother logit" mod­
els. 

balance See level balance, positional balance. 
base case scenario Generally refers to the existing or future market situation: 

the client's product formulations versus the relevant competitors' prod­
uct formulations. Researchers use the base case scenario to estimate base 
shares of preference using a market simulator. Then, modifications to the 
client's products are specified and the market simulation rerun, to see how 
these changes affect the shares of preference. These are often expressed as 
changes relative to base case. It is usually advisable to ask clients to spec­
ify the base case scenario during the first stages of designing a conjoint 
analysis study and developing the attribute list. See market simulator and 
sensitivity analysis for more information. 
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best/worst conjoint A technique for measuring multiattribute preferences that 
has similarities to (but is really not a true form of) conjoint analysis. Re­
spondents are shown products described by multiple attributes (each at a 
prescribed level). But rather than considering the preference for the prod­
uct as a whole, respondents are asked to indicate which of its attribute 
levels are its best and worst aspects. For example, in evaluating a PC, a 
respondent might indicate that the best aspect is its price (e.g., $500), but 
the worst aspect is the monitor size (e.g., seventeen inches). 

Best/worst conjoint is not a true conjoint method because respondents 
never express their preference for conjoined attributes either as a partial 
or full concept. The argued benefit of best/worst conjoint analysis is that 
one can derive utility scores for the levels on a common scale (so that the 
preference for levels can be directly compared across attributes), whereas 
no such comparisons can be made with standard conjoint analysis. 

Some researchers have used best/worst utility scores for market simula­
tions, which is a questionable practice. Since profiles are never evaluated 
as a whole, the idea of summing the best/worst utility values across the at­
tribute levels to project market choice for product concepts is flawed. Most 
informed advocates of best/worst conjoint recognize these flaws, but value 
the technique for identifying specific levels that may be leveraged in pro­
motional efforts, or which levels are especially detrimental to acceptance 
of a product. The methods of best/worst conjoint should not be confused 
with best/worst scaling (also known as MaxDiff), which uses the same 
modeling approach to deal with the more general problem of scaling mul­
tiple items in terms of importance or preference. See maximum difference 
scaling. 

binary attribute A categorical attribute with exactly two levels, such as a yes/no 
item on a consumer survey or a true/false checklist item. Many product at­
tributes in conjoint studies have exactly two levels. Consider automobile 
features: sunroof versus no sunroof and extended warranty versus no ex­
tended warranty. See categorical attribute. 

blocking When there are many more conjoint questions in the total design than 
any one respondent can evaluate, the questions can be divided into care­
fully constructed blocks, or subsets of the total design plan. For example, 
consider a conjoint study with 100 unique conjoint questions. The re­
searcher, realizing that any one respondent does not have the time or ability 
to evaluate all 100 questions, might divide the questions into five blocks 
of twenty questions. Each respondent is randomly assigned to receive one 
of the five blocks (sometimes called questionnaire versions). Ideally, each 
block of conjoint questions reflects a high degree of level balance (each 
attribute level occurs nearly an equal number of times). Blocking is of­
ten used when the method of interviewing favors managing only a limited 
number of questionnaire versions (such as with a paper-and-pencil format) 
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and the estimation method involves some type of aggregation or data shar­
ing across respondents. With computerized conjoint methods, it is often 
useful to give each individual a unique set of carefully constructed con­
joint questions. See fixed design. 

Bradley-Terry-Luce model Also known as the BTL model. A market simu­
lation model for converting overall utility scores for competing product 
alternatives to probabilities of choice. Consider utilities for product alter­
natives a, b, and c for a single individual. Call these utilities Ua, Ut» and 
Uc. The BTL model states that the probability that this individual will 
choose product alternative a from the competitive set {a, b, c} is 

p u* 
(U* + Ub + Uc) 

For example, if the utilities for alternatives a, 6, and c for an individual are 
Ua = 30, Ub — 40, and Uc = 10, then the probability of this individual 
choosing product a is 

P« = (30 + 40 + 10) = 3 7 ' 5 % 

while the probabilities of choosing alternatives b and c are 

P * = ( 3 0 + 4 0 + 1 0 r 5 0 - ° % 

p< = (sorloTIbT = 12'5% 

The shares add to 100 percent. The BTL model requires that the utilities 
for products be positive values, and that these values be proportional to 
choice probabilities. The scale (steepness or flatness of shares) for BTL 
models can be adjusted using the alpha rule, where alpha is a positive value 
applied as an exponent to the product utilities. 

bridging Refers to an approach often used with, but not limited to, card-sort con­
joint for dealing with situations in which there are many more attributes 
than respondents can comfortably evaluate at one time in full profile. For 
example, consider a study involving eleven attributes. As a simple exam­
ple of bridging, half of the respondents might be given a questionnaire 
involving attributes 1 through 6, with the other half receiving a question­
naire involving attributes 6 through 11. Attribute 6 is the common bridge 
between the two groups of respondents, and permits the results from at­
tributes 1 to 5 to be placed on a commensurate scale with attributes 7 
through 11. Bridging designs across respondents necessarily involves data 
imputation, matching, or pooling results across respondents (aggregation), 
and the accompanying assumptions of population homogeneity. Bridging 
is not commonly used today because of these drawbacks. 
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BTL model See Bradley-Terry-Luce model. 
build-your-own (BYO) task See configurator task. 
calibration concept Usually refers to the optional final section in Adaptive Con­

joint Analysis (ACA) surveys wherein the respondent rates about four to 
six product concepts each on a 100-point purchase likelihood scale. Each 
product concept is described using just the most important attributes for 
that individual. First, the worst possible product concept is shown, fol­
lowed by the absolute best, with the remaining product concepts falling 
somewhere in between. The answers are used for scaling the final part-
worth utilities for use in the market simulator, especially for purchase like­
lihood simulations. 

The calibration concepts are also used for estimating the reliability of the 
respondent's answers across the multiple sections of the ACA interview. 
The resulting reliability score is called the correlation. There is some ques­
tion regarding the value of calibration concepts and the usefulness of the 
resulting reliability score. 

calibration task Usually refers to the conjoint questions used for estimating 
part-worth utilities, as opposed to those used for holdout or internal val­
idation purposes. 

card-sort conjoint The traditional conjoint analysis approach developed in the 
early 1970s. Conjoint interviews at that time were done almost exclusively 
using paper-and-pencil instruments. To facilitate the comparison of often 
sixteen or more product concepts, each was printed on a separate card. 
Respondents were instructed to sort (rank) the product concept cards in 
order from most to least desirable. 

Later; when it was discovered that using rating scales provided just as good 
or slightly better data than ranking, researchers still found it useful to print 
cards and ask respondents to complete a modified sorting exercise. For 
example, respondents might be asked to first divide the cards into a few 
piles, representing those they most liked, least liked, and then those in 
between. This would establish a good frame of reference and simplify the 
subsequent step of assigning a preference score (often on a 10- or 100-
point scale) to each card, starting from those in the least desirable pile and 
working toward those in the most desirable pile. Ratings-based rather than 
ranking-based conjoint soon became more popular, but the term "card-
sort conjoint" persisted, sometimes even being applied to studies in which 
respondents only directly rated the cards or studies in which the product 
concepts were not printed on cards at all. 

CAPI See computer-assisted personal interviewing. 
categorical attribute Also known as polytomous attribute, or nominal attribute. 

Attributes like brand, style, or color, in which the levels represent discrete 
categories, often with no logical or a priori preference order. Also see 
binary attribute. 
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Suppose you could get the same shopping basket 
of items at each of the three stores below, 
which shopping experience would you prefer? 

Sears 
5 mifes away 
15: minute wait 

for service 
$62.50 bfit 

O 

Exhibit A.l. Choice among shopping experiences 

CATI See computer-aided telephone interviewing. 
CBC Stands for choice-based conjoint. CBC is also the name of a software 

system for conducting choice-based conjoint, which was first released by 
Sawtooth Software in 1993. See choice-based conjoint. 

chip allocation See allocation-based response. 
choice-based conjoint A relatively recent flavor of conjoint analysis and the 

most popular current conjoint-based technique (as of about 2000). Choice-
based conjoint (CBC) goes by many names, including discrete choice mod­
eling (DCM), discrete choice, or choice analysis. What distinguishes CBC 
from earlier conjoint methods is that respondents are shown a few (often 
three to five) product or service concepts at a time and are asked which 
one they would choose. Consider the example of shopping experiences in 
exhibit A. 1. 

Each question in CBC is usually called a choice task. On a CBC ques­
tionnaire, typically around a dozen or more choice tasks are presented to 
respondents, each one containing a different variation of product concepts. 

Researchers have valued CBC because the choice task more closely mim­
ics reality: Respondents choose from a set of available product alterna­
tives, or they defer their purchase. Indeed, buyers do not formally rale 
different product alternatives in the marketplace and then buy the one that 
has the highest score. Rather, they simply view the alternatives and make 
a choice. The argument is that if researchers are interested in projecting 
market choices, then they are better served by collecting choice data to 
begin with. 

Unfortunately, choice-based conjoint is an inefficient way to collect data. 
Respondents must read a lot of information (for example, three or four 
product alternatives described by three to six attributes) before providing 

Target 
15 miles away 
5-minute wait 

fotservice 
$65,00 bill 

WaiMart 
10 miles away 
10-minutewait 

for service 
$60.00 bill 
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an answer. And the answer only indicates which alternative is best, with 
no indication of strength of preference. No relative information is col­
lected about the rejected products. Moreover, choice data are more diffi­
cult to analyze than ratings-based conjoint methods. There is typically not 
enough information to estimate a full set of preferences for each individ­
ual (entirely independent of the others), so some type of aggregation or 
data sharing has been necessary. Typical analytical methods for estimating 
preference from CBC include logit, latent class, and hierarchical Bayes 
(HB) analysis. 

choice set See set. 
choice simulator See market simulator. 
common attribute See generic attribute. 
compensatory model See additivity. 
composite factor Also known as composite attribute or superattribute. An at­

tribute that reflects the feasible combinations of two or more attributes. 
Composite factors are useful for dealing with the problems of interactions 
and/or prohibitions between two or more attributes. For example, consider 
two attributes, model of car and color: 

Model Color 
Sedan Black 
Coupe Red 
Limousine 

Red does not make sense with limousine. Furthermore, there may be an in­
teraction effect between color and model. For example, the combination of 
red-with coupe may go particularly well—representing higher utility than 
might be suggested by the separate main effects of model and color. To 
overcome both of these problems, a single composite categorical attribute 
might be constructed that involves the five feasible combinations of the 
two attributes: 

Model with Color 

Black sedan 
Black coupe 
Black limousine 
Red sedan 
Red coupe 

Separate part-worth utilities would be measured for each of these levels. 
composition rule A rule hypothesized by the researcher that respondents em­

ploy when assigning (composing) the overall preference for a product al­
ternative. The additive rule is the most commonly assumed composition 
rule. 
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compositional model Some methods of preference estimation ask respondents 
to directly indicate the utility scores for attribute levels. Self-explicated 
scaling is an example of a compositional model. The preferences or util­
ity scores for the many levels of the attributes are directly indicated using 
rating scales, and the analyst composes the overall utility of a product alter­
native by adding the utility scores across its levels. Analytical approaches 
that use respondents' ratings of individual features to predict an overall rat­
ing for product concepts (such as with regression analysis) are also termed 
compositional. 

In contrast, conjoint analysis is a decompositional approach, starting with 
total product evaluations (in terms of preference or choice) and backing 
out or decomposing part-worth utility weights that explain the observed 
product evaluations. 

computer-assisted personal interviewing Also known as CAPI. Data collec­
tion by using a laptop or personal computer to administer a survey. 

computer-aided telephone interviewing Also known as CATL When profes­
sional interviewers use computers to conduct telephone surveys. 

concept Generally refers to a product offering defined using one level from each 
of multiple attributes in the study. For example, the array [Honda, 4-door, 
Red, $20,000] describes a product concept. Synonyms are alternative, pro­
file, stimulus, and treatment. 

conditional pricing A specialized kind of choice-based conjoint (CBC) approach 
in which the price ranges are customized depending on the brand, or an­
other attribute or combination of attributes. 

In conditional pricing, the researcher first determines a constant number 
of price levels to be tested for each, say, brand level. For example, the 
researcher might specify three levels of price. Then the researcher specifies 
a custom set of prices (in this case, three) for each brand: Brand A might 
have prices [$10, $15, $20], and premium Brand B might have prices [$20, 
$30, $40]. Conditional pricing allows researchers to create more realistic 
experiments, but the results are a bit more difficult to model and interpret. 
Furthermore, if the conditional prices do not follow careful guidelines, the 
model may not fit the data well. 

Conditional pricing may be considered a specialized type of alternative-
specific design. See also alternative-specific design. 

configurator task A choice task in which respondents configure the product they 
would be most likely to purchase by selecting a preferred level from each 
of multiple attributes. Most of the attributes involve incremental prices 
for enhanced levels. A total price is shown that interactively changes 
as respondents make level selections. The price typically starts at some 
base amount, given basic/default product features. Respondents modify 
the product specifications (or retain them at default levels) until they are 
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happy with the final configured product. Because of the interactive nature 
of the task, it is almost always implemented as a computerized survey. 

Configurator tasks are quite reflective of some purchase processes, for ex­
ample buying a PC on Dell's Website. Part-worth utility estimates can be 
estimated from configurator tasks (Bakken and Bayer 2001; Liechty, Ra-
maswamy, and Cohen 2001; Johnson, Grme, and Pinnell 2006; Rice and 
Bakken 2006), though the utilities can differ significantly from standard 
CBC tasks (Johnson, Orme, and Pinnell 2006). Clients and respondents 
alike are drawn to configurator tasks, but the data are sparse compared with 
data from traditional conjoint tasks. Configurator tasks may require sig­
nificantly larger sample sizes than traditional conjoint tasks. And pooled 
analysis is the usually rule for configurator tasks. 

conjoint analysis A quantitative market research technique that asks respon­
dents to rank, rate, or choose among multiple products or services, where 
each product is described using multiple characteristics, called attribute 
levels. Some think the word conjoint comes from the idea that respon­
dents are asked to trade off product characteristics CONsidered JOINTly. 
While this is a useful mnemonic and an accurate depiction, the word "con­
joint" really means joined together or conjoined (think of conjoined twins). 
What sets conjoint analysis apart from other multiattribute preference mea­
surement methods (such as self-explicated methods) is that respondents 
consider their preference for whole product concepts each described using 
more than one attribute level (product characteristics such as brand, color, 
speed, or price). The researcher carefully manipulates the appearance of 
attribute levels in the product concepts, such that the unique contributions 
of each level can be estimated independently. Using statistical methods, 
analysts deduce what preference scores for the levels could explain the 
observed product evaluations. 

Generally, there are three main flavors of conjoint analysis. The first con­
joint analysis approach, full-profile, card-sort conjoint, was introduced to 
marketers by Green and Rao (1971). Later, Adaptive Conjoint Analysis 
and choice-based conjoint were introduced. Some people reserve the word 
conjoint analysis to refer to sorting-based or ratings-based approaches, and 
do not use the term when referencing choice-based approaches such as 
CBC (discrete choice modeling). See Adaptive Conjoint Analysis, card-
sort conjoint, choice-based conjoint, and full-profile. 

conjoint value analysis Traditional full-profile conjoint analysis, sometimes re­
ferred to as card-sort conjoint. CVA is an acronym for conjoint value anal­
ysis and the name for Sawtooth Software's package for traditional full-
profile conjoint analysis. CVA was originally released in 1990 as a system 
focused on component-based price sensitivity measurement. For example, 
CVA was designed especially for measuring the price sensitivity for the 
separate parts of a fast-food meal, such as the hamburger, the fries, and 
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the drink. Later, in 1996, CVA was updated and repositioned as a general 
full-profile conjoint analysis tool. CVA supports either one-concept-at-a-
time or pairwise (two concepts at a time) presentation. It supports either 
rank-order (sorting) or rating data. CVA is used less often than ACA or 
especially CBC software, but it has unique advantages for small scope 
studies (few attributes), especially those involving relatively small sample 
sizes. See full profile and card-sort conjoint. 

conjunctive choice rule A noncompensatory evaluation heuristic in which a re­
spondent establishes cutoff points of acceptability for each of many rele­
vant attributes for a complex product or service. If a product alternative 
meets the threshold acceptability requirements on all key attributes, it is 
selected or moved into the consideration set. Otherwise, it is rejected. The 
conjunctive choice heuristic is one of many simplification strategies that 
respondents may employ to deal with the challenge of choosing among 
many complex competitive offerings. Conjoint analysis models usually 
assume a compensatory (additive) rule, in which negative aspects of a 
product may be compensated for by other desirable qualities. Additive 
models, therefore, may have some difficulty fitting the data well if many 
respondents consistently use noncompensatory choice processes. See ad-
ditivity, elimination-by-aspects choice rule, lexicographic choice rule, and 
unacceptables. 

connectivity A required property of MaxDiff (maximum difference scaling). 
Each item in the study should be directly or indirectly compared to ev­
ery other item in the study. Connectivity allows all items to be placed on a 
common scale. Connectivity can either be established through direct con­
nections (each item appears with every other item in at least one MaxDiff 
set) or indirect connections. Indirect connections are those established by 
leveraging the law of transitivity. For example, if A is compared (and pre­
ferred) to B and B is compared (and preferred) to C, we know, in turn, 
that A is preferred to C. 

With MaxDiff studies, it is common for respondents to receive different 
blocks (versions) of the questionnaire, each containing different combina­
tions of items assembled in sets (tasks or questions). When pooling infor­
mation across respondents to estimate item scores, it is necessary only that 
connectivity be established when considering all the information across 
blocks in the study. Though it is also preferred to have connectivity within 
each respondent's block. 

constant alternative In choice-based conjoint, one of the available options may 
be a fixed piece of text or graphic, such as the none choice (indicating that 
the respondent would not select any of these product concepts if these were 
the only ones available). Any of these fixed stimuli may be considered a 
constant alternative. As an example, consider a choice task describing 
different ways to get to work. See exhibit A.2. 
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if these were your only options, 
how would you choose to get to work? 

Ride the bos 
$100 for 
round trip 

"Comes" every 
20 minutes" 

$10 parking fee 
I would waik 

I'wbuld ride 
my bicycie 

Exhibit A.2. Choice task with constant alternatives 

The alternatives for bus and car are not fixed in nature, but include other 
attributes that vary, such as cost for the round trip, on the bus. "I would 
walk" and "I would ride my bicycle" are constant alternatives, and include 
no other attributes with varying levels to modify them. 

constant sum See allocation-based response. 
constrained estimation See constraints. 
constraints Also known as monotonicity constraints. Some attributes, such as 

speed, quality, and cost, often have known a priori order. For example, 
we know that higher speeds are preferred to lower speeds, higher quality 
is better than lower quality, and higher costs are worse than lower costs 
(all else held equal). However, estimated part-worth utilities for individ­
uals (or even for small groups) often violate these rational expectations 
(display reversals). Reasons for reversals include random error and/or re­
spondent inattention. One possible remedy is to impose utility constraints 
(often called monotonicity constraints, where monotonicity refers to util­
ities required to be either uniformly increasing or uniformly decreasing 
across an attribute range). Through constrained estimation, one might en­
force that the utility of higher speed exceeds the utility of lower speed. The 
researcher must be absolutely certain that all rational respondents would 
agree with the constraints. 

context effect A cue or context within conjoint studies that affects how respon­
dents process information and assign value to or choose among product 
profiles. Examples include the number and positional order of questions 
and attributes, how many levels are used per attribute, how many product 
alternatives are shown, and dominance. 

continuous attribute Also known as a quantitative attribute. Attributes that are 
quantitative in nature, with numerical levels such as amounts of price, 
weight, or speed, modeled using a linear or curvilinear function. See at­
tribute, ideal point model, and ideal vector model. 
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convergence A term often used to describe the point at which part-worth utility 
estimation routines (e.g., multinomial logit, latent class, or hierarchical 
Bayes) settle in on a stable solution. 

The multinomial logit routine starts with initial random estimates of part-
worth utilities and successively improves these estimates over a number of 
steps or iterations. In each step, each part-worth is modified in a direction 
and at a rate of progress that is expected to improve the fit to the data. 
Theoretically, this process could continue indefinitely, with the most recent 
estimate of part-worths only being minutely better than the last, resulting in 
the best-fit solution measured to a staggering number of decimal places of 
precision. Analysts typically impose some stopping-point rule, indicating 
that a certain degree of precision is enough. Once the solution does not 
improve by an amount greater than this threshold, it is assumed that the 
process has arrived at, or converged, on the optimal solution. 

With multinomial logit, no matter what the starting point, one converges on 
the maximum likelihood solution (to within any desired number of decimal 
places" of precision). But with latent class analysis (which simultaneously 
detects underlying segments of relatively homogenous respondents and de­
velops a logit model characterizing preferences within each) the solution 
obtained upon convergence may be suboptimal, representing a local min­
ima. Starting from a different random starting point may produce a better 
solution. For this reason, analysts usually try multiple starting points and 
retain the best solution. 

In hierarchical Bayes (HB) analysis, arbitrary starting points are again em­
ployed, and usually many thousands of steps or iterations are undertaken to 
improve those part-worth utility estimates. Over the first hundreds or thou­
sands of iterations, these part-worths, and other measures of fit to the data, 
trend in a definite direction. The path to convergence with HB is never a 
smooth, steady path, but more like a random, rambling walk. Once the val­
ues randomly oscillate with no perceptible trend, the analyst assumes con­
vergence. If the proper input settings are used, HB eventually converges 
to a model that provides a true and unbiased estimate of the population's 
preferences. If proper input settings (especially priors) are not used, HB 
results may never converge to true part-worth estimates. 

correlation A general statistical term referring to whether one variable tends to 
have a linear relationship with and can explain the variance in another. 
In ACA, correlation often refers to the consistency score computed for 
each individual indicating how consistently the responses to the calibration 
concepts section can be predicted by the earlier responses to the Priors and 
Pairs sections. The correlation score is sometimes used to discard ACA 
respondents that have lower consistencies. In that context, one often refers 
to a correlation cutoff. 
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counts Refers to a simple method for summarizing respondent preferences in 
CBC experiments showing the probability of respondents selecting a par­
ticular attribute level (such as a brand, color, or price level) given that it 
was available for choice. Typical counts probabilities may look like this: 

Alternative Probability 

$10 0.26 
$12 0.21 
$14 0.15 

These results show that $10 was the most preferred, being chosen 26 per­
cent of the times that it was available within choice tasks. The counts pro­
portions do not necessarily sum to 100 percent but are treated as relative 
choice probabilities with ratio scaling properties. Counts are often used as 
a preliminary and fast analysis procedure prior to estimating a model us­
ing more advanced procedures. For counts to accurately isolate the effect 
of the levels for each separate attribute, the questionnaire design must be 
orthogonal or near-orthogonal. 

cross-effects See also availability effects. The effect of a product alternative's 
features upon another product alternative's choice probability. For exam­
ple, if Coke is available in a choice task, it might negatively affect Pepsi's 
probability of being chosen. This cross-effect, caused by the presence or 
absence of an alternative, is known as an availability effect. As another 
example, Coke's price can have a strong effect on the probability of choos­
ing Pepsi. Two highly substitutable alternatives, such as Coke and Pepsi, 
might have strong positive cross-effects. 

Cross-effects are sometimes directly modeled with CBC data, whereas 
ACA and traditional full-profile conjoint do not support the direct mod­
eling of these terms. However, market simulators built on individual-
level part-worth models (whether estimated using CBC or another con­
joint method) can be used to derive cross-effects by observing how the 
introduction of one product alternative affects another alternative's share 
within competitive simulation scenarios. 

cross-elasticities The change in alternative A's choice probability due to a change 
in alternative B's product characteristics. The most common example is 
the cross-elasticity of price. For example, if Coke raises its price, it should 
have a strong positive effect on the choice probability for Pepsi. Cross-
elasticities are generally positive. For example, a cross-elasticity of 0.50 
between Coke and Pepsi means that for every 1 percent increase in the 
price of Coke, Pepsi experiences a 0.50 percent increase in quantity de­
manded. 

CVA See conjoint value analysis. 
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DCM See discrete choice modeling. 
decompositional model Conjoint analysis is often referred to as a decomposi-

tional method of preference estimation, because rather than directly ask 
respondents to indicate their preferences for attributes and levels, these are 
statistically deduced (decomposed) from the overall product evaluations of 
conjoint profiles (cards). 

- degrees of freedom In traditional full-profile conjoint analysis (such as with Saw­
tooth Software's CVA system), degrees of freedom usually refers to how 
many additional observations are available at the individual level beyond 
the number of parameters to be estimated. The more degrees of free­
dom, the more information is available at the respondent level to stabi­
lize part-worth utility estimates. For example, if there are 10 parameters 
(i.e., weights, coefficients, or terms) to be estimated, and each respondent 
evaluates 18 product concepts, there are 18 — 10 = 8 degrees of freedom. 
Generally, degrees of freedom are equal to (t — K — k + 1), where I is 
the number of conjoint questions per respondent, K is the total number of 
levels in the study, and k is the total number of attributes. The +1 is not 
included in the equation if no intercept is estimated. 

design Sometimes, conjoint analysts refer to a design as the number of attributes 
in the study and the number of levels per attribute. Thus, one might com­
ment, "We have a pretty complicated design, with seventeen attributes, 
each with between two and six levels." As one develops the actual con­
joint survey questions, the design refers to the combination of attributes 
and levels that make up the many product concepts. In the traditional form 
of conjoint analysis, all respondents generally see the same set of conjoint 
questions. In that case, the design is fixed for all respondents. In Adaptive 
Conjoint Analysis, the combination of attribute levels (the design) shown 
in the pairwise conjoint questions is customized for each individual. In 
computerized choice-based conjoint analysis, each individual typically re­
ceives a unique combination of product features across the choice tasks (of­
ten referred to as a randomized design). When choice-based conjoint data 
are analyzed by pooling respondents together, the design reflects the sum 
total of all attribute level combinations across all concepts, tasks, and re­
spondents. For those that are statistically inclined, the design is described 
by the dummy- or effects-coded independent variable matrix. 

design matrix The often dummy- or effects-coded independent variable matrix 
that reflects the product combinations shown in the conjoint analysis ques­
tionnaire. This is also known as the X matrix. See design. 

disaggregate models Generally refers to models developed within individuals 
separately. Adaptive Conjoint Analysis, traditional full-profile conjoint 
(CVA), and self-explicated preference modeling are usually analyzed within 
each individual, meaning that a unique set of part-worth utilities is de­
veloped for each. Choice-based conjoint data, in contrast, were histori-
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cally analyzed by pooling across respondents (aggregate analysis) because 
there wasn't enough information available within each individual (given 
the available methods) to stabilize the estimates. Recently, hierarchical 
Bayes (HB) analysis has permitted disaggregate estimation from choice-
based conjoint data. Latent class analysis also provides some degree of 
disaggregation, even though respondents within each class are assumed to 
have identical preferences, with random noise. 

discrete choice modeling Also known as DCM. This term is commonly applied 
to choice-based conjoint analysis (CBC), though it actually is a much 
broader classification and CBC represents a small subset of DCM mod­
els. DCM refers to a class of models in which the nominal dependent 
variable reflects choice. Many DCM models are built to explain scanner 
sales data using consumer/household characteristics. Some experienced 
analysts (particularly those with an econometric background) point out 
that DCM encompasses more flexible kinds of choice experiments than 
conjoint analysis wherein different product alternatives can have unique 
(alternative-specific) sets of attributes and choice tasks can include mul­
tiple constant alternatives. See alternative-specific designs and constant 
alternatives. 

dollar metrics Some researchers like to convert the part-worth utility differences 
between attribute levels to dollar amounts, representing the amount re­
spondents would be willing to pay to get an improved level over a less 
desirable level. This exercise requires that a price attribute be included in 
the conjoint study and that the researcher have a great deal of confidence 
that the slope (importance) of price has been accurately estimated. One 
approach to creating dollar metrics involves converting the part-worths for 
price levels to dollars per utile, and applying that dollar-based scale to the 
differences between levels for the other attributes. 

This type of analysis is often referred to as willingness to pay or converting 
part-worths to monetary equivalents. Willingness to pay can also be de­
rived from conducting sensitivity analysis using market simulators. Many 
consider the market simulation approach to be a more accurate method for 
converting differences in preference between levels to dollar metrics. 

Dollar metrics can also refer to a case in which respondents evaluate a 
product profile in terms of the dollar amount they would be willing to pay 
(or would expect to pay) for that alternative (rather than the typical rating 
or ranking). Or, with a pairwise comparison approach, respondents may 
express how much more they are willing to pay for one product alternative 
over the other. 

dominance When a product alternative or conjoint card is clearly superior in 
utility to competing alternatives, this is termed dominance. A high degree 
of dominance within a conjoint or discrete choice questionnaire usually is 
not desirable. A choice of a dominant alternative is less informative for 
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refining respondent preferences than a more thoughtful trade-off among 
alternatives wherein there isn't an obvious choice. See also utility balance. 

double-counting Overweighting of attributes that have overlap in meaning, most 
evident in partial-profile, ACA, and especially self-explicated scaling. Con­
sider two attributes that refer to essentially the same thing (e.g., horse­
power and acceleration). If respondents assess the importance of each at­
tribute separately (as in self-explicated scaling), the resulting scores added 
across attributes would overstate the true overall effect of engine power. 
Double-counting distorts the assessment of attribute importances and re­
duces the accuracy of market simulations. 

With partial-profile exercises, when overlapping attributes are not shown 
together in product concepts, each has an opportunity to capture the ef­
fect of engine power. In full-profile exercises, most respondents recognize 
that the two attributes essentially refer to the same dimension, and double-
counting is reduced. Problems from double-counting are avoided when 
attributes are formulated as independent in meaning. 

The importance of price relative to other attributes can be biased down­
ward due to double-counting of the nonprice attributes. Price, it is argued, 
comprises a unique utility dimension, and is therefore not often double-
counted. When other attributes are double-counted and price is single-
counted, the relative importance of price is inappropriately decreased. This 
is often seen in ACA projects that include both self-explicated and partial-
profile conjoint elements, especially in ACA projects with ten or more 
attributes. 

dual conjoint Dual conjoint refers to the combination of Adaptive Conjoint Anal­
ysis (ACA) and a second conjoint technique such as choice-based conjoint 
(CBC) or traditional full-profile conjoint within the same questionnaire. 
The second half of the survey (the traditional conjoint or CBC part) is of­
ten referred to as the "dual," and usually includes brand, price, and a few 
other key attributes. The reason additional conjoint questions are included 
after ACA is to provide more accurate price sensitivity measurement than 
is available through ACA. The ACA weight (importance) for price is often 
adjusted to incorporate the information from the dual. 

dual-response none A strategy for eliciting the none response in a choice-based 
conjoint questionnaire using a second-stage question after each choice 
task. For example, rather than ask respondents to indicate which they 
would choose among the four alternatives a, b, c, and "none of the above," 
respondents are first asked to choose among three alternatives a, 6, or c, 
and are next asked whether they would actually purchase the product al­
ternative chosen in the first stage. Respondents provide a yes/no or buy/no 
buy response in the second stage. See none concept. 
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dummy coding A data coding method for representing the presence or absence 
of product features, in which a 0 means "not present" and a 1 means 

"present." Dummy coding is used when specifying the independent vari­
ables (the design matrix) in an ordinary least-squares regression model, 
such as Sawtooth Software's CVA program for full-profile conjoint anal­
ysis. Dummy coding is done behind the scenes during part-worth utility 
estimation under the CVA system, so it is hidden and automatic to the user. 
Many researchers use dummy coding to represent categorical factors (such 
as conjoint attributes) in building their own predictive models. 

We represent a fc-leveled attribute using (k - 1) independent variables to 
avoid linear dependency (the situation in which one column of the design 
matrix can be perfectly predicted by a linear combination of other indepen­
dent variables). For example, for a two-level attribute such as Color: Red 
or Blue, (k — 1), or one dummy-coded variable (as a single column in the 
design matrix) is specified. We select one of the levels to be a "reference" 
level, meaning that the dummy-coded value (and the resulting part-worth 
utility) is zero. In this example, we will specify Red as the reference (zero) 
level. The dummy-coded independent variable to indicate color is 

Attribute 
Level Code 

Red 0 
Blue 1 

Let us assume that color now has three levels: Red, Blue, and Green. 
In the case of three-level attributes, the attribute is coded as (k - 1) or 
two columns. Again, one level is arbitrarily chosen as the reference (zero) 
level. If we select Red as the reference level, the dummy-coded indepen­
dent variables to indicate color at three levels are 

Attribute First Second 
Level Code Code 

Red 0 0 
Blue 1 0 

Green 0 1 

The estimated beta (part-worth utility weight) for the first independent 
variable (first column) applies to Blue, and the second column to Green. 
These two part-worth utilities are scaled with respect to Red being set at 
zero, and represent the gain (or loss) for each color compared to the refer­
ence color of Red. The part-worth utility weight for Red is zero. 
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effect A dimension of preference that the researcher seeks to capture using a pa­
rameter in a conjoint analysis or choice model. For example, a main effect 
reflects the independent utility of each attribute, holding all other attributes 
constant. An interaction effect reflects the utility when multiple attributes 
combine. The precision with which the estimated parameters capture these 
underlying effects is given by the standard errors of the estimates. 

effects coding A data coding method for representing the levels of categorical 
attributes. In Sawtooth Software's CBC programs, effects coding is used 
when specifying the independent variables (the design matrix). Effects 
coding is done behind the scenes during part-worth utility estimation, so 
it is hidden and automatic to the user. We represent a ^-leveled attribute 
using (k — 1) independent variables to avoid linear dependency (the situ­
ation in which one column of the design matrix can be perfectly predicted 
by a linear combination of other independent variables). For example, 
for a two-level attribute such as color (Red or Blue), (k — 1) or one 
effects-coded variable (as a single column in the design matrix) is spec­
ified. We select one of the levels to be a reference level, and specify —1 
for all columns associated with that attribute. If we specify Red as the 
reference level, the effects-coded independent variable to indicate color is 

Attribute 
Level Code 

Red -1 
Blue 1 

For color at three levels (Red, Blue, and Green), the attribute is coded 
as (k - 1) or two columns. If we select Red as the reference level, the 
effects-coded independent variables to indicate color at three levels are 

Attribute First Second 
Level Code Code 

Red -1 -1 
Blue 1 0 

Green 0 1 

Effects coding is very similar to dummy coding, except that the utility 
weight of the reference level is set to negative the sum of the other levels 
within the same attribute, rather than being held at zero. So, if the part-
worth utilities for Blue and Green are -1 and -0.5, respectively, Red is 
negative their sum, or +1.5. With effects coding, the part-worths are zero-
centered within each attribute, and if interaction terms are estimated, the 
main effects and interaction terms may be interpreted independently. 
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efficiency Relates to how precisely a given set of conjoint questions can estimate 
the parameters of interest. Efficiency is expressed relative to some ideal 
or to another set of conjoint questions (design) under consideration. For 
example, consider two conjoint questionnaires, A and B, with the same 
number of conjoint questions covering the same attributes and levels (but 
showing different combinations of product concepts). If the overall design 
efficiency of A is twice as efficient as design B, you can obtain the same 
degree of precision for part-worth utility estimates (assuming pooled esti­
mation) with half as many respondents under questionnaire A compared to 
questionnaire B. 

Sometimes efficiency is expressed as a percentage from 0 to 100 percent, 
reflecting the efficiency of this particular set of questions (design) relative 
to an ideal design (holding the number of conjoint questions constant). 
Efficiency is not the only criterion that should be considered when devel­
oping a conjoint survey. Aside from design efficiency, researchers should 
ensure that enough conjoint questions are asked of respondents to obtain 
stable estimation and that enough respondents are included in the sample. 

elimination-by-aspects choice rule A noncompensatory evaluation heuristic in 
which a respondent sequentially discards available product alternatives that 
do not meet certain cutoff points until one winner is remaining. Start­
ing with the attribute of most importance and working to the attribute of 
least importance, product alternatives that do not meet a certain threshold 
of acceptability are eliminated until only one remains. The elimination-
by-aspects choice heuristic is one of many kinds of simplification strate­
gies that respondents may employ to deal with the challenge of choosing 
among many complex competitive offerings. Conjoint analysis models 
usually assume a compensatory (additive) rule, where negative aspects of 
a product may be compensated for by other desirable qualities. Additive 
models therefore may have some difficulty fitting the data well if many 
respondents consistently use noncompensatory choice processes. See also 
additivity, conjunctive choice rule, lexicographic choice rule, and unac-
ceptables. 

environmental correlation Also known as interattribute correlation. When the 
levels of two attributes naturally correlate in real-world products. Exam­
ples include horsepower, maximum speed, and fuel efficiency. 

exponent See scale factor. 
external effects The results from conjoint market simulators sometimes do not 

match actual market shares very well. Perhaps the researcher made a fun­
damental error such as not including the right attributes/levels or not inter­
viewing the right people. However, many times the lack of fit to real-world 
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shares is due to other factors in the real-world marketplace that the conjoint 
analysis interview and resulting model does not consider. 

External effects are factors outside the conjoint analysis model that shape 
real market shares, including distribution, awareness, effectiveness of sales 
force, out-of-stock conditions, and time on the market. Some researchers 
like to factor these influences back into the simulator by specifying exter­
nal effect factors—multiplicative adjustments (fudge factors or shifts in a 
brand intercept) that adjust a product's share of preference up or down. 

In general, most researchers avoid using external effect adjustments, pre­
ferring not to alter the fundamental share of a product in market simulation 
results. Adjusting the shares using external effect factors changes the sen­
sitivities of the attributes for the altered product, such as its price elasticity. 
An exception to this is multi-store simulators, which can correct for differ­
ences in product distribution without changing the price sensitivities of the 
products. 

external validity The ability of a conjoint analysis model or market simulator to 
accurately predict some outcome outside of the realm of the survey, such 
as a subsequent choice or purchase by an individual, or market shares for a 
population. External validity is the most demanding standard of predictive 
performance. 

factor See attribute. 
factorial design See fractional factorial for discussion. 
finite mixture models See latent class analysis. 
first-choice model Also known as maximum utility rule. After conjoint data 

have been collected and part-worth utilities have been estimated for the 
sample, researchers often conduct market simulations. Researchers con­
sider different product concepts that may be available for choice by re­
spondents in a hypothetical competitive market scenario. A first-choice 
model assumes respondents buy or choose the product alternative from the 
competitive set that has the highest total utility, as determined by summing 
the part-worth utilities associated with the levels describing each product. 
The percent of respondents projected to choose each alternative in the com­
petitive scenario is summarized, and the results are referred to as shares of 
first choice. For example, in the competitive set {A,B,C}, product A 
may be preferred by 40 percent of the sample, product B by 50 percent, 
and product C by 10 percent. 

The first-choice model is the most intuitive market simulation model to 
understand, it is easy to compute, and the resulting shares of choice are in­
variant to the scaling of the underlying part-worths. The first-choice model 
requires individual-level part-worth utilities. It is the least susceptible (of 
all market simulation rules) to IIA problems. That is, it deals better with 
substitution effects among very similar competitors. But the first-choice 



164 Glossary 

model is often too extreme, assuming that respondents will choose with 
certainty the product alternative that has the highest share, irrespective of 
whether the selected product is very much or only slightly better than the 
other alternatives in the market scenario. 

first-order effect An interaction effect that occurs when two attributes combine. 
An interaction effect between three attributes is called a second-order ef­
fect, etc. For more detail, see interaction effect. 

fixed design Sometimes researchers choose to employ just a single version of 
a choice-based conjoint questionnaire, having determined that distribut­
ing many unique questionnaire versions (each containing different product 
concept formulations) across respondents is not necessary to obtain a rea­
sonable estimation of the effects (part-worth utilities) of interest. For ex­
ample, with limited attributes and levels per attribute, and especially when 
interactions are not of concern, a fixed series of choice tasks may be quite 
adequate to obtain good precision of part-worth estimates. Even though 
there may be just one set of, say, eighteen choice tasks, it is wise to rotate 
the order of presentation to respondents to reduce order, learning, and con­
text effects. With traditional, full-profile conjoint, the typical approach is 
to use a single fixed design plan. See blocking. 

fixed task Often refers to a choice-based conjoint (CBC) task that the analyst 
specifies should be asked in the same way (the same product concept for­
mulation) for all respondents. In many CBC applications, choice tasks for 
estimating part-worth utilities are not fixed, but vary across respondents. 
Often, each respondent receives a randomly selected version of the choice 
tasks. This randomly selected version is intended to cover the domain of 
attribute levels and to be level-balanced and nearly orthogonal. 

Fixed tasks are most often used as holdout tasks for checking internal va­
lidity. In other words, they are not used in estimating part-worths, but are 
used to check how well those part-worths can predict the share of choices 
observed for the fixed tasks. For example, a fixed choice task may be asked 
in the tenth choice task position in a twenty-task CBC questionnaire. The 
fixed choice task consistently displays the same product concept formula­
tions to all respondents (perhaps a particular set of product alternatives of 
interest to the client), whereas the other nineteen choice tasks vary in com­
position across respondents. For the fixed holdout task, we might observe 
that 10 percent of the respondents chose concept 1, 60 percent chose con­
cept 2, and 30 percent chose concept 3. If we specify a market simulation 
scenario using the same product concept definitions as the fixed task, we 
might obtain predicted values very close to those proportions. If so, we 
would feel more confident that the model was working well and that we 
had not made any serious errors in design or data processing. See fixed 
design and randomized design. 
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forced choice A discrete choice or choice-based conjoint question that does not 
include a none alternative. Respondents are thus forced to select from one 
of the available product alternatives. 

fractional factorial With a conjoint analysis study, if there are six attributes each 
with four levels, there are 46 = 4096 possible product concept realizations. 
What makes conjoint analysis work in practice is that it is usually not nec­
essary to ask respondents to evaluate all possible product combinations. 
Typically, just a carefully selected fraction of the total possible combina­
tions is needed to estimate the part-worth utility effects that account for the 
vast majority of the variation in respondents' product evaluations/choices. 
In the previous example, all 4096 possible combinations define the full 
factorial or complete design, whereas a carefully selected subset of these 
realizations (as an example, 32 out of 4096 combinations) is termed a frac­
tional factorial or reduced design. 

full factorial See related topic, fractional factorial. 
full profile Also known as multiple factor evaluation or profile method. De­

scribes a conjoint analysis approach in which a product concept is fully 
defined using one level from each of the attributes in the study. For ex­
ample, if the researcher is studying six total attributes describing laptop 
computers, all six attributes are reflected in each product profile. A full-
profile product concept may look like exhibit A.3. 

Apple PowerBoofc 
1.67 GHz processor 

1 GB BAM 
17*inch. display 

3-hour battery life 
$2,694 

Exhibit A.3. A full-profile concept 

Many researchers favor full profiles because products are defined on all 
aspects, as they are in the real world. Most conjoint studies today, whether 
using ratings or choices of product concepts, employ full profiles. De­
spite the benefits of full profiles, many researchers argue that respondents 
may become confused or fatigued if they have to view product concepts 
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involving more than about six attributes (though this certainly varies by re­
spondents, attribute formulation, and subject matter). This confusion may 
result in respondents paying less attention to the variety of attributes they 
might really attend to in the real world, and may also encourage noncom­
pensatory choice rules. 

A partial profile involves the presentation of a subset of the attributes in a 
product concept. Adaptive Conjoint Analysis (ACA) uses partial-profile 
conjoint questions. Choice-based conjoint (CBC) can also be used in 
partial-profile mode. See also card-sort conjoint. 

generic attribute An attribute (product feature) that is applicable to all product 
alternatives in a discrete choice experiment. The traditional choice-based 
conjoint (CBC) study uses generic attributes. For example, if studying 
purchases of laptop computers, the various attributes (e.g., screen size, 
installed software, RAM, and storage space) are applicable and present 
in all competing alternatives (brands) from different suppliers. In contrast, 
alternative-specific attributes are those that only apply to certain brands or 
product alternatives. 

graded pairs A term usually describing the type of conjoint questions and pref­
erence scale used in Adaptive Conjoint Analysis (ACA) and also as an op­
tion in Sawtooth Software's CVA program. Graded pairs show two product 
concepts at a time and ask respondents to compare them using a sliding rat­
ing scale (a graded scale), often running from one to nine. See the example 
in exhibit A.4. 

Which of these meals would you prefer? 

•••• .Shrimp-cocktail Fresh fruit cup 
Filetmignon Roast chicken. 
Apple pie Vanilla iae cream 

1 2 3 4 5 6 7 8 9 

Strongly Indifferent Strongly 
prefer prefer 
left right 

Exhibit A.4. Graded pairs scale for menu preferences 

Green, Paul Academic, leading researcher, and mentor in conjoint analysis at 
the Wharton School of the University of Pennsylvania. Paul Green was the 
first marketing professor to recognize that conjoint measurement (a theory 
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forwarded in a mathematical psychology journal article) could be applied 
to marketing and business problems. Together with coauthor Rao, Green 
published the first article on conjoint analysis in the marketing literature in 
1971. Since then, he has been the most prominent and oft-cited researcher 
in the conjoint analysis field. 

HB See hierarchical Bayes. 
heterogeneity Generally refers to differences in tastes and preferences among 

people. A data set including respondents that are quite different in terms 
of preferences is termed heterogeneous, as opposed to a homogeneous data 
set where people are very similar. Conjoint methods and preference esti­
mation methods differ in terms of their ability to capture heterogeneity 
across respondents. Traditional conjoint analysis as developed in the early 
1970s usually developed separate part-worth utility scores for each indi­
vidual. Individual-level models offer the greatest opportunity to capture 
respondent heterogeneity, especially when each respondent answers many 
conjoint questions. Conjoint models that reflect heterogeneity often pro­
duce jnore accurate predictions than those that do not. 

With discrete choice or choice-based conjoint (CBC) methods, the main 
estimation model available until the mid-1990s was aggregate logit, which 
pooled data across respondents, estimating a summary set of part-worth 
utilities for the sample. Aggregate models assume homogeneity and cannot 
distinguish true heterogeneity from random noise. Exceptions to that rule 
are aggregate models that incorporate observed respondent characteristics 
(such as gender, age, or income) as predictive variables (covariates). 

hierarchical Bayes (HB) estimation A computationally intensive method that 
may be used for estimating part-worth utilities for conjoint and choice-
based conjoint (discrete choice) experiments. Bayes theorem was for­
warded by the Reverend Thomas Bayes in the 1700s. But estimating part-
worth utilities for conjoint analysis using Bayes theorem only became fea­
sible with the availability of fast computers, and by using simulated (Monte 
Carlo Markov Chain) processes such as Gibbs Sampling. Greg Allenby of 
the Ohio State University and various coauthors were very influential in 
promoting HB for the marketing research community, publishing papers 
as early as 1995 on the use of HB in conjoint analysis and later teaching 
HB tutorials at the American Marketing Association's Advanced Research 
Techniques Forum. In 1999, Sawtooth Software marketed the first com­
mercial HB software for choice-based conjoint analysis (CBC/HB). 

HB made it possible to estimate reasonably stable individual-level part-
worth utilities from choice-based conjoint data, whereas stable estimates 
could only be achieved previously by pooling many respondents in group 
analysis. HB also was beneficial for ratings-based conjoint methods (such 
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as Adaptive Conjoint Analysis and traditional full-profile conjoint analy­
sis), leading to more precise and accurate part-worths. 

The term "hierarchical" refers to separate lower- and upper-level models 
for the data. In the lower-level model, HB considers how well part-worth 
utilities fit each respondent's choices or ratings. In the upper-level model, 
HB estimates overall part-worth utility averages and variances for the sam­
ple population, including the covariances between part-worths across the 
respondents. The idea behind how HB improves individual respondent 
estimation is that it borrows information from other respondents in the 
sample to stabilize the estimates for each individual. To the degree that re­
spondents are quite consistent in their responses, less is borrowed from the 
population characteristics. When respondents are less consistent, or quite 
atypical, more information is borrowed from population characteristics to 
shrink them toward the mean and stabilize their part-worths. 

hit rate A measure of the ability of conjoint analysis to predict individual re­
sponses to holdout profiles. For example, a respondent may have com­
pleted eighteen choice tasks in a choice-based conjoint experiment, fol­
lowed by another choice task that is held out for validation purposes (not 
used in the estimation of part-worth utilities). Using the part-worth utilities 
developed from the first eighteen choice tasks, one predicts responses to 
the holdout choice task. If the prediction matches the respondent's choice, 
a hit is recorded for this respondent. If not, a miss is recorded. The hit rate 
across the sample is the percent of correctly predicted holdout responses 
using the model. 

Hit rates for holdout choice tasks involving three or four product alterna­
tives usually range from 70 to 85 percent. Many researchers use hit rates 
to compare conjoint methods or different models using the same conjoint 
method. But this measure of success is typically not as meaningful to man­
agement as the accuracy of share predictions from market simulators, mea­
sured in terms of mean absolute error or mean squared error. Successful 
conjoint models feature both high hit rates and excellent share prediction 
accuracy. See holdout, internal validity, mean absolute error, and mean 
squared error. 

holdout Refers to conjoint or discrete choice (CBC) questions not used to es­
timate part-worth utilities, but held out separately to assess the quality or 
performance of the estimated part-worths. If the responses to held-out 
questions can be predicted accurately using estimated part-worths, it lends 
greater credibility to the model. Assessing the quality of part-worth es­
timation using holdout questions is more indicative of internal reliability 
than of predictive validity. True validity tests usually require real-world 
sales or choice data rather than holdout conjoint questions asked during 
the same survey as the other conjoint tasks. See external validity, fixed 
tasks, and internal validity. 
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hybrid conjoint analysis This term most often refers to the combination of self-
explicated preference measurement and conjoint questions within the same 
questionnaire and model. The final part-worth utilities reflect a weighted 
combination of the two types of preference information. Hybrid conjoint 
methods were designed for situations in which the number of attributes and 
levels exceeded the reasonable capacities of traditional full-profile conjoint 
analysis. Paul Green published papers describing his hybrid conjoint ap­
proach, and Richard Johnson's Adaptive Conjoint Analysis (ACA) may be 
thought of as a hybrid conjoint method. See related topic, self-explicated 
approach. 

ideal point model Also known as quadratic model. With some attributes, like 
the temperature of coffee or the amount of sweetener in a soft drink, each 
individual prefers a specific, ideal amount. Not hot enough or too hot 
is a bad thing when it comes to coffee. Some conjoint researchers have 
preferred to model such preference functions with an ideal point model 
represented by a smooth quadratic curve. See figure A. 1. 

Fitting a curve to a utility function (rather than separately estimating the 
preference at each discrete temperature level) requires just two estimated 
parameters, potentially smoothing noisy data and reducing the tendency to 
overfit. Very few analysts today employ ideal point utility functions for 
attributes. The part-worth model is generally preferred. 

T ™ ——p- — p • | 

Coffee Temperature 

\Figure A.l. Ideal point utility function 
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Computer Processor Speed 

Figure A.2. Ideal vector model 

ideal vector model With some continuous attributes like" price or speed, more or 
less is always better. If the relationship between the numeric levels of the 
attribute and the utility is close to linear, some researchers prefer to fit a 
single linear coefficient, or slope, to the data. This is known as an ideal 
vector model. 

Consider an ideal vector model for computer processor speed, for which 
higher speeds are always preferred to lower speeds. Fitting a line to a 
utility function (rather than separately estimating the preference at each 
discrete level of speed) requires just one estimated parameter, potentially 
smoothing noisy data and reducing the tendency to overfit. The drawback 
is that, if the functional form is not truly linear, the model may have lower 
fit. See exhibit A.2. 

IIA See independence from irrelevant alternatives. 
importance The maximum impact an attribute can exert upon product choice. 

Attribute importance generally is calculated by finding the percentage of 
the range in utilities (maximum less minimum utility) across attributes. 
See exhibit A.5 for the calculation of importances from an individual's 
part-worth utilities. 

Importance provides a summary measure that is easy to compute and has 
intuitive meaning, but without appropriate reference to the specific at­
tribute levels involved, an importance means very little. The importances 
are directly related to the attribute level ranges that the analyst used in the 
experiment. If we had included a wider range of prices in exhibit A.5, the 
importance of the price attribute would have been greater. For this rea­
son, if importance scores are presented to management, it is advisable to 
show the attribute levels involved. Some analysts avoid showing manage­
ment importance scores, given the real possibility of misuse. Importance 
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Attribute Level 
Part-Worth 

Utility 
Attribute 

Utility Range 
Attribute 

Importance 

Brand 

Price 

A 
B 

c 
$10 
$12 
$14 

30 
70 
10 

10~ 
20 
25 

Red 
Blue 

- > 70 -10 = 60 (60/120} x 100% = 50.0% 

-> 25 -10 = 15 (15/120) x 100% = 12.5% 

-> 55 - 10 = 45 (45/120) x 100% = 37.E 

Utility Range Total 

60 + 15 + 45 = 120 

Exhibit A.5. Calculation of importance from part-worth utility 

numbers have a way of taking on a life of their own, and the underlying 
reference levels are soon forgotten. 

Some researchers prefer to show attribute impact in terms of sensitivity 
analysis. Sensitivity analysis has the further benefit of distinguishing ran­
dom noise from an attribute's real impact. An attribute with no significant 
effect on choice (where the part-worths reflect random noise) will always 
have positive importance if importance is defined simply as the difference 
between the best and worst levels. However, random noise cancels out 
over many respondents within sensitivity simulations, so such an attribute 
would not receive an inflated measure of attribute impact. 

Some researchers use the term "importance" when they mean to say "pref­
erence." It is not correct to refer to the desirability of a single attribute 
level as importance—it is preference or utility (part-worth utility). See 
sensitivity analysis. 

independence from irrelevant alternatives Referred to as IIA and commonly 
known as the "red bus/blue bus problem." A property of the logit model, 
in which the ratio of any two product alternatives' shares is constant, irre­
spective of changes to (or introductions of) other product alternatives. As 
an illustration of the IIA property, consider only two available beverages 
in a market: Coke and milk. Further assume that Coke captures 80 percent 
of the market and milk 20 percent (i.e., Coke's share is four times that of 
milk). Assume Pepsi, a new competitor, enters the market and captures 50 
percent share. According to the IIA property, Pepsi would take share pro­
portionally (at a constant substitution rate) from Coke and milk, such that 
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the resulting shares would be Coke 40 percent, milk 10 percent, and Pepsi 
50 percent. That is, after the introduction of Pepsi, the ratio of Coke's to 
milk's shares would still be four to one, but milk's share would be cut from 
20 percent to 10 percent. 

While the IIA property makes logit models very efficient computation­
ally, most researchers regard it as quite unrealistic. One would expect that 
the introduction of Pepsi would take share principally from Coke, leaving 
milk's share essentially unchanged. A common illustration of the same 
principle involves highly substitutable options for getting to work (a red 
bus and a blue bus) versus other dissimilar alternatives like driving, bik­
ing, and walking—hence, the "red bus/blue bus problem." The good news 
for market researchers is that when using individual-level estimation of 
part-worths and the logit simulation model, the IIA trouble is greatly re­
duced. Within each individual, the IIA property still holds. But, when 
simulated choices for each individual are accumulated across the popula­
tion, the. overall results reflect more realistic substitution patterns among 
similar products rather than strictly following the IIA property. 

Some researchers deal with IIA troubles by using different model formu­
lations such as nested logit or models that incorporate availability effects. 
See multinomial logit and share of preference. 

interaction effect Typical conjoint analysis models assume that the utility of a 
product alternative is equal to the sum of the values of its independent 
parts. However, there are situations in which the levels from two attributes 
combine to create something considerably better or worse than their inde­
pendent values might suggest. Such a case is termed an interaction. For 
example, if we are studying automobiles, the combination of convertible 
with the color red may produce a synergistic effect upon utility that is not 
explainable by the preferences for the separate values of models and col­
ors. Also, if limousine is combined with the color red, that combination is 
considerably worse than might be expected from the separate utility scores 
for red and limousine. Interaction effects are parameters that are estimated 
in addition to the main attribute level effects (main effects). 

interattribute correlation See environmental correlation. 
internal validity Refers to the ability of a conjoint analysis model or market sim­

ulator to accurately predict some additional choice or conjoint question not 
used in the estimation of part-worth utilities, such as a holdout question. 
Internal validity is a less demanding standard than external validity, which 
characterizes the model's ability to predict events outside the survey, such 
as actual market purchases. See external validity and holdout. 

Johnson, Richard Influential practitioner and software developer who founded 
Sawtooth Software in 1983, after having worked at Procter & Gamble, 
Market Facts, and John Morton Company (which he cofounded). Johnson 
received his Ph.D. in Psychometrics from the University of Washington. 
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He is credited with inventing trade-off matrices (Johnson 1974) and Adap­
tive Conjoint Analysis (ACA) (Johnson 1987b). He also published many 
influential articles on conjoint analysis and organized the Sawtooth Soft­
ware conferences. 

latent class analysis Also known as finite mixture model. A model and estima­
tion technique for analyzing discrete choice (CBC) data that finds groups 
(classes) of respondents that exhibit similar choice patterns and develops a 
set of part-worth utilities for each class. Like cluster analysis, the analyst 
specifies how many groups to model, and the technique finds relatively ho­
mogeneous groups where the individuals' preferences are similar within 
groups and dissimilar between groups. Unlike cluster analysis, latent class 
analysis is model driven in that a solution is found subject to independent 
variables (variations in attributes) best predicting respondent choices for 
product concepts. The fit is often measured in terms of likelihood, and a 
multinomial logit model is developed within each group. In latent class 
analysis, all respondents within each group are assumed to have identi­
cal preferences, except for random noise. Respondents are not discretely 
assigned to groups (as in cluster analysis), but have probabilities of mem­
bership in each group. 

Latent class analysis is valuable for discovering needs-based segments. La­
tent class models also generally perform better than aggregate logit mod­
els, both in terms of fit and predictive validity, given the same model spec­
ification. See heterogeneity, likelihood, and multinomial logit. 

least squares See ordinary least squares. 
level A degree or amount of an attribute. For example, levels for the attribute 

brand may be Coke, Pepsi, and Sprite. Levels of price might be $10, $15, 
and $20. Every attribute in conjoint analysis must have at least two levels. 
Levels should have concrete meaning, and be mutually exclusive within 
each attribute, meaning a product concept is defined using one and only 
one level of each attribute. 

level balance A desirable property for conjoint designs that levels within the 
same attribute should appear an equal number of times in the question­
naire. Some orthogonal arrays published in design catalogs or produced by 
design software lack level balance and are suboptimal. Computer search 
routines that pay attention to both level balance and orthogonality can pro­
duce designs that lead to more precise estimates of part-worth utilities for 
levels, even though they may sacrifice a small degree of orthogonality. 

level overlap Refers to whether an attribute level (such as a particular brand, 
speed, or color) repeats across alternatives within the same choice task in 
CBC. For example, with three levels of brand, if three product alternatives 
(concepts) are shown per choice task, each brand can be represented ex­
actly once per choice task. This would reflect no level overlap with respect 
to brand. If four product alternatives were displayed per choice set, one of 
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the brands would need to be repeated, causing some level overlap. Repeat­
ing a level within a choice task only after all levels within the same attribute 
have been used is termed minimal overlap. Minimal overlap strategies are 
most efficient with respect to main effects estimation, assuming respon­
dents apply compensatory (simple additivity) decision rules. 

lexicographic choice rule A noncompensatory evaluation heuristic for choosing 
among complex products or services. First, the respondent/buyer ranks 
(orders) the attributes in terms of importance. Next, product alternatives 
are compared based only on the attribute of most importance. If one al­
ternative exceeds the others on this most important aspect, it is selected. 
If there is a tie in terms of performance on this most important attribute, 
then the tied product alternatives are compared on the next most important 
attribute, etc. The lexicographic choice rule is one of many kinds of simpli­
fication strategies that respondents may employ to deal with the challenge 
of choosing among many complex competitive offerings. Conjoint analy­
sis models usually assume a compensatory (additive) rule, where negative 
aspects of a product may be compensated for by other desirable qualities. 
Additive models, therefore, may have some difficulty fitting the data well 
if many respondents consistently use noncompensatory choice processes. 
See additivity, conjunctive choice rule, elimination-by-aspects choice rule, 
and unacceptables. 

likelihood A measure of fit used in choice-based conjoint (CBC), indicating the 
probability that the observed choices would have resulted given the esti­
mated part-worths. For example, if a given set of part-worth utilities sug­
gest that there is a probability of 0.60 that a given respondent will pick 
alternative A in a CBC question and the respondent indeed picks A, the 
likelihood or fit to the data for that task is 0.60. As respondents usually 
complete more than one choice task, likelihoods are computed across mul­
tiple choice tasks. If the predicted probabilities of choice (given the part-
worths for an individual) for the alternatives actually chosen in choice tasks 
one, two, and three are 0.60,0.40, and 0.90, respectively, the likelihood for 
the estimated part-worth model is equal to the product of the likelihoods 
across the tasks, or (0.60)(0.40)(0.90) = 0.216. 

Multiplying probabilities across many choice tasks and respondents results 
in extremely tiny numbers near zero, so the logs of the likelihoods are ac­
cumulated across tasks and respondents to summarize model fit to choices. 
Log-likelihoods are negative values, where the best possible log-likelihood 
fit (assuming 1.00 probability for all choice tasks across the sample) is 
zero. 

likelihood of purchase See purchase likelihood. 
LINMAP Early part-worth utility estimation program appropriate for rank-order 

(card-sort or nonmetric) data. Developed by Srinivasan and Shocker (1973). 
log-likelihood See likelihood. 
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logit See multinomial logit. 
Louviere, Jordan Prominent academic and researcher in the area of discrete 

choice analysis. Jordan applied theories developed by McFadden in the 
early 1970s to marketing research problems, publishing an important pa­
per on the design and analysis of choice experiments, together with Wood­
ward, in 1983. Jordan's career has spanned academia and work in private 
consultancies and firms. He is also credited with inventing the MaxDiff 
technique for scaling multiple items. 

macro/micro conjoint Sometimes, conjoint researchers wish to study the most 
fundamental (macro) aspects of a product alternative. For example, a study 
of tractors might consider brand, price, capacity, engine size, economy, 
durability, and sophistication of the cab. Additionally, the researcher may 
be interested in creating a separate conjoint interview to examine in-depth 
a detailed (micro) aspect of the overall product concept, such as the so­
phistication of the cab, which is one of the attributes within the macro 
attribute list. The micro attribute list might focus on a number of attributes 
related to the specific instrumentation layout within the tractor's cab. The 
results from the macro and micro conjoint designs are sometimes bridged 
together, based on the utility range for the relevant macro attribute. Some­
times the results are analyzed separately. 

MAE See mean absolute error. 
main effect The independent preference or utility for the attribute levels, holding 

all other attributes constant. For example, consider the following attributes, 
levels, and main effect part-worth utilities: 

Attribute Level Utility 

Brand Coke 0.20 
Pepsi 0.00 
7-Up -0.20 

Price $2.50 0.40 
$2.75 0.10 
$3.00 -0.50 

With main effects, the effect (utility) of brand is estimated independent of 
price (and vice versa). We interpret the part-worths above to indicate that, 
holding price constant, Coke is preferred to Pepsi, and Pepsi is preferred to 
7~Up. The part-worth utilities for price reflect the average price sensitivity 
across all brands (holding brand constant). 

Main effects ignore the possibility of interactions between attributes. If 
interactions exist (and are not accounted for), main effect estimates are 
biased. 
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market share Most conjoint practitioners use the term "market share" to refer to 
actual purchases (usually percent of volume) made by buyers in real mar­
kets. Academics sometimes refer to the share predictions from conjoint 
market simulators as market shares as well. Practitioners prefer to apply 
the term "shares of preference" to the predictions from conjoint market 
simulators in recognition that only under controlled situations will the pre­
dicted shares of preference closely match actual market shares. There are 
many other factors not incorporated in the conjoint model that shape mar­
ket shares in the real world, such as distribution, awareness, effectiveness 
of sales force, and time on the market. See related topics, external effects 
and external validity. 

market simulator Also known as choice simulator. Using the part-worth util­
ities estimated from conjoint analysis experiments, researchers can build 
what-if simulators to predict how the market would choose among a set 
of competing product alternatives. For example, the researcher might con­
sider four competing product alternatives, each with its own brand, color, 
speed, and price. For each individual, one first calculates the total util­
ity that the competing products achieve. The most simple form of market 
simulator predicts that each individual chooses or buys the product alter­
native that has the highest utility. The projected choices for the product 
alternatives are accumulated across respondents to indicate shares of pref­
erence. The shares are usually scaled to sum to 100 percent. For example, 
with four product alternatives, the market simulation results might look 
like this: 

Product Share of Preference Percentage 

A 30 
B 12 
C 15 
D 43 

Total = 100 

In the typical application, every respondent is expected to be in the market 
and choose at least one of the offerings, so the shares of preference sum 
to 100%. What-if games can be played by modifying the features of one 
(or more) of the products (such as modifying the speed or the price) and 
rerunning the market simulator to see how the shares of preference change. 

Market simulators are also useful because they convert part-worth utilities, 
which are difficult for managers to interpret, into shares of preference, 
which are easily interpreted and have clear strategic meaning. They are 
useful managerial tools for estimating the impact of product modifications, 
product introductions, and line extensions. 
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When choosing a place to live, 
which of the following factors is 
most and least important to you? 

Most 
Important 

O Location/neighborhood 
O Monthly rent or mortgage 
O Availability of parking 
O Proximity to shopping 

Least 
Important 

O 
0 

o 
o 

Exhibit A.6. MaxDiff question format 

MaxDiff See maximum difference scaling. 
maximum difference scaling Also known as MaxDiff and best/worst scaling. 

Invented by Jordan Louviere in the late 1980s, MaxDiff is a technique for 
obtaining preference or importance scores for a set of items, where the 
items may be brands, product features, performance attributes, or politi­
cal positions, for example. In MaxDiff, respondents are typically shown 
choice sets involving four to six items at a time. In each set, respondents 
indicate which item is best and worst. See exhibit A.6. 

Compared to the standard ratings scale approach in which respondents as­
sign ratings to each item, the MaxDiff approach has been shown to increase 
discrimination among items and between respondents on the items. It has 
also been shown to produce more accurate predictions of choice versus 
standard ratings (Cohen 2003). Although MaxDiff may be considered a 
trade-off technique, it is not a conjoint method because respondents do not 
evaluate the desirability of attribute levels considered jointly. Rather, re­
spondents are asked to contrast individual items or attribute levels, where 
each item is in competition with the other (instead of having items com­
bined in a product whole). 

maximum likelihood estimation A method for estimating part-worth utilities or 
coefficients where the goal is to maximize the fit to respondents' choices 
(usually in a CBC questionnaire) in terms of likelihood. See likelihood for 
further discussion. 

maximum utility rule See first-choice model. 
mean absolute error Known by the acronym MAE. A summary measure of fit 

for predictions of shares for product alternatives. As an example, see ex-
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hibit A.7. There are three choice alternatives, A, B, and C, with the fol­
lowing choice probabilities (percent of respondents actually choosing each 
alternative) of 50, 20, and 30 percent, respectively. Consider a market sim­
ulation model based on conjoint analysis data that yields predictions of 
choice for those same product alternatives as 46, 22, and 32 percent, re­
spectively. The exhibit shows the absolute errors of prediction (differences 
between predicted and actual results) for each alternative. The MAE is the 
average of those errors of prediction across the product alternatives. MAE 
is expressed in the original units of measure of the input data. 

The lower the MAE, the better the model fit. The absolute size of the MAE 
is directly related to the number of alternatives in the choice scenario. With 
more alternatives, the MAE tends to be lower. See mean squared error. 

mean squared error Also known as MSE. Like mean absolute error, this is a 
measure of model fit in predicting shares of preference or market shares 
for product alternatives. Mean squared error is the average of the squared 
errors of prediction. Some researchers prefer to use the mean squared error 
rather than the mean absolute error. The mean squared error penalizes 
larger misses more heavily than does the mean absolute error. Note also, 
that MSE is expressed in squared units, whereas MAE is expressed in the 
original units of measure of the input data. See exhibit A.8. See mean 
absolute error. 

MNL See multinomial logit. 
MONONOVA Early (1960s) estimation program appropriate for rank-order (card-

sort or nonmetric) data developed by Kruskal. 
monotonicity Consistently increasing or decreasing desirability for levels across 

the attribute range. 
monotonicity constraints See constraints. 
mother logit model A multinomial logit (MNL) model that includes all main 

effects plus all cross-alternative effects. These models sometimes include 
hundreds of parameters to estimate. The only way to stabilize estimates 
of large numbers of parameters is to pool data across respondents in an 
aggregate model. The cross-effect terms are able to account for many IIA 
violations. Mother logit models have lost popularity as analytical meth­
ods such as latent class analysis and hierarchical Bayes (HB) are able to 
resolve many IIA difficulties using more parsimonious models that repre­
sent respondent heterogeneity. Mother logit models are more challenging 
to build and explain to management, often include many coefficients that 
are nonsignificant, may lack face validity, and risk overfitting. See cross-
effects, independence from irrelevant alternatives, multinomial logit, and 
overfitting. 

MSE See mean squared error. 

Actual Predicted Absolute 
Choice Choice Choice Error Error 

Alternative Percentage Percentage Percentage Percentage 

A 50 46 
B 20 22 
C 30 32 

4 4 
-2 2 
•2 2 

MAE = (4 + 2 + 2)/3 = 2.67 

(expressed in original 
units of measure, 
percentage In Wis example) 

Exhibit A.7. Calculating mean absolute error 

Actual Predicted Squared 
Choice Choice Choice Error Error 

Alternative Percentage Percentage Percentage Percentage 

A 50 46 
B 20 22 
C 30 32 

4 16 
-2 4 
-2 4 

MSE = (16 + 4 + 4)/3 = 8 

(expressed in original 
squared units of measure, 
squared percentage in this example} 

Exhibit A.S. Calculating mean squared error 
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multinomial logit Also known as MNL. A multivariate statistical model for re­
lating utilities to probabilities of choice. Multinomial logit is often used for 
estimating part-worth utilities based on discrete choice (CBC) question­
naires involving multiple product alternatives per choice task. A multi­
nomial logit model fits a set of part-worth utilities (often referred to as 
effects within the logit framework) to the data, either across many respon­
dents or for an individual respondent, such that the choices actually made 
are most faithfully predicted according to the logit rule (described below). 
The fit statistic that is maximized is called the likelihood. (See maximum 
likelihood estimation.) The logit model holds that the probability that an 
individual will choose product alternative a from choice set {a, 6, c} is 

[eua +eub+eu^ 

For example, if the utilities for alternatives a, 6, and c for an individual 
are 0.5, 0.4, and -0.1, respectively, then the probability of this individual 
choosing product a is 

e0.5 
Pa = (e0.5 + e 0.4 + e -0 .1) = ° - 4 0 7 

and the probabilities of choosing alternatives b and c are 

e0.4 
Pb = (e0.5+e0.4 + e-0.1) = °" 3 6 9 

e-o.i 
P c = (e0.5 + e0.4 + e-0.1) = °"2 2 4 

The predicted choice probabilities across available alternatives add to 1.00. 
eUt is synonymous with taking the antilog of U^ or exponentiating Ui. In 
Excel, the formula "=exp(0.4)" is used to indicate e0A. 

The multinomial logit model is often used in pooling or aggregating across 
respondents so that estimates of part-worth utility parameters can be sta­
bilized. Obtaining an aggregate solution based only on product character­
istics ignores differences across respondents (heterogeneity), and such ag­
gregate logit models are quite subject to IIA difficulties. See heterogeneity 
and IIA for more detail. 

Latent class analysis, when applied to choice data, also uses the multino­
mial logit model to estimate part-worth utilities for each class of respon­
dents. Latent class models are less susceptible to IIA problems. More 
recently, advances in hierarchical Bayes analysis have permitted the multi­
nomial logit model to be used in the estimation of part-worth utilities for 
individual respondents. These individual-level multinomial logit models 
are even less susceptible to IIA problems than latent class models. 
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multiple regression See ordinary least squares regression. 
multi-store simulator A market simulation approach for appropriately adjust­

ing market simulators to account for an unequal distribution of products 
across the market, without changing their original price sensitivities or 
substitution rates (Orme and Johnson 2006). A multi-store simulator al­
lows the researcher to specify, in the simplest case, the percentage of the 
regions/stores that carry each product. Superior implementations specify 
which specific products are available within each region/store and how 
much volume each region/store accounts for. Respondents are then ran­
domly selected (with probability proportional to store volume) to make 
simulated visits to multiple stores on each of hundreds or thousands of 
occasions and to make choices among available products. 

If the respondent's location is known, the respondent can be assigned to 
visit the applicable regional store or stores, rather than using a random 
process. The multi-store simulator is not just a tool for adjusting simulated 
shares to better reflect availability of products across the market (and, in 
turn, market shares), but it more directly accounts for substitution effects 
by recognizing which products directly compete with one another (because 
they tend to be offered within the same regions/stores). 

must-haves Product features that a respondent indicates must be present for a 
product to be considered for purchase. When respondents apply must-have 
rules, the assumption that the respondent follows a simple compensatory 
model is violated. The assumption of compensatory decision-making un­
derlies traditional conjoint analysis and discrete choice. The idea of must-
haves implies unacceptables. If an attribute carries a must-have level, the 
other levels within the same attribute are, in turn, unacceptable, Leading 
researchers (Gilbride and Allenby 2004; Hauser et al. 2006; Johnson and 
Orme 2007) suggest that many respondents make choices in CBC ques­
tionnaires consistent with applying must-have rules. Questionnaires and 
analytical techniques used by these authors, such as the method of adap­
tive choice-based conjoint proposed by Johnson and Orme (2007), directly 
incorporate the notion of must-haves. See adaptive choice-based conjoint, 
conjunctive choice rule, unacceptables. 

NOL See number-of-levels effect. 
nominal attribute See categorical attribute. 
noncompensatory rule See conjunctive choice rule, elimination-by-aspects choice 

rule, lexicographic choice rule, and unacceptables. 
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if these were your only options for digital cameras, 
which would you choose? 

Canon 
3 Megapixel 

4x Optica! 200m 
$320 

Sony 
5 Megapixel- .' 

.2x Optica! zoom 

Qfympus. "' 
- 4 Megapixel 
BX'Opfical zoom 

None: 
!f these were 
my only options, 
I'd defer my 
choice. 

Exhibit A.9. Choice-based conjoint example with none concept 

none concept In choice-based conjoint, researchers often allow respondents to 
say that they would choose none of the product concepts if these were the 
only ones available. The none concept is a type of constant alternative. 
Consider a choice task involving digital cameras in which the fourth con­
cept is none. See exhibit A.9. 

Allowing the respondent to indicate none better mimics real-world choice, 
in which respondents generally are not forced to buy anything. Including 
the none concept is often a good thing to do, but a choice of none con­
tributes much less information for refining part-worth utility estimates of 
the levels of interest than a selection of a product concept. 

The none alternative allows the researcher to simulate whether respondents 
would choose from the category at all, given the product characteristics and 
prices included in the market scenario. For example, if all of the products 
offered are priced too high, many buyers would not purchase any of the 
alternatives. Although this is a noted benefit for including a none alterna­
tive, many researchers are skeptical whether the none choices recorded in 
the choice experiment are actually representative of a lack of demand in 
the real marketplace. The propensity to choose none may be affected by 
task complexity, number of alternatives in the choice task, and respondent 
fatigue. Many researchers, therefore, prefer to include the none option in 
choice questionnaires but subsequently ignore the parameter during market 
simulations. 

null level The blank or "off" level, typically associated with binary (on/off) at­
tributes in conjoint analysis. For example, in an automobile features study, 
the sunroof attribute may be formulated with two levels: no sunroof or 
sunroof. The "no sunroof" level is the null (nothing) condition. The null 
level is often left blank, so that nothing is displayed on the screen for that 
level. Null levels can also occur with attributes involving more than just 
two levels. The above example for automobile features could be expanded 
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to consider an eight-level composite factor accounting for combinations of 
sunroof, GPS system, and DVD video system: 

- Null (blank level) 

- Sunroof included 
- GPS navigation system included 

- DVD video system included 
- Sunroof, GPS navigation system included 

- Sunroof, DVD video system included 

- GPS navigation, DVD video system included 

- Sunroof, GPS navigation, and DVD video system included 

number-of-levels effect Also known as NOL. If an attribute is defined using 
more, rather than fewer, levels (holding the range of variation in the at­
tribute constant), the number-of-levels effect is manifest, and the attribute 
takes on increased attribute importance. As an example, assume that we 
were to define a price attribute using just two levels: $10 and $16, and 
that the results of the conjoint experiment indicate that price captures 20% 
relative importance. If we repeated the study, holding all other attributes 
constant, but this time defined price with four levels: $10, $12, $14, and 
$16, we would observe larger relative importance for price, even though 
the total range in price variation was held constant from $10 to $16. The 
effect can be demonstrated for attributes other than price and has been a 
cause of concern over the years for conjoint analysts. 

The number-of-levels effect is probably due to both psychological and al­
gorithmic issues. It is more problematic for choice-based conjoint and 
full-profile conjoint analysis than for Adaptive Conjoint Analysis. 

observation In conjoint analysis, each respondent almost always provides multi­
ple observations, where an observation is defined as a rating for (or choice 
of) a product concept. For example, a respondent who rates eighteen prod­
uct profiles (concepts) is said to provide eighteen observations. 

OLS See ordinary least squares regression. 
order bias A situation in which the order of presentation of attributes in conjoint 

(or MaxDiff) questions has a significant effect upon estimated part-worth 
utilities or preference scores. For example, if respondents tend to pay more 
attention to attributes/items listed at the top of the product concept, this can 
lead to biased (overweighted) attention toward these attributes. Generally, 
one would be concerned that respondents might tend to pay undue attention 
to attributes at the top and potentially the bottom of lists as well. 

A few studies have been published reporting whether significant order bias 
occurs in conjoint analysis. Most studies have found significant (albeit 
modest) order effects, though the pattern of bias is not consistent. To con­
trol for order bias, researchers can randomize the presentation order of 



184 Glossary 

attributes. This comes at the risk of sacrificing task realism, as products 
in the real world are often described in specific attribute orders. In such 
cases, we would favor realism over attempts to control for order bias. See 
positional balance. 

ordered attribute An attribute whose levels have rational a priori preference or­
der, meaning we know ahead of time the rank order of preference. Ordered 
attributes can be either continuous, such as price or speed, or categorical, 
such as the following levels of service: (1) no free service, support, or 
product upgrades, (2) free service and technical support, (3) free service, 
technical support, and product upgrades. In the example levels above, we 
know that level 3 should be preferred to level 2, and level 2 should be 
preferred to level 1. See a priori and constraint. 

ordinary least squares regression Also known as OLS or multiple regression. 
A statistical estimation method for predicting some outcome y or depen­
dent variable using a linear combination of independent variables x\ to xn. 
An optimal set of weights (betas) for the independent variables is found, 
which minimize the sums of the squares of the differences between the 
predicted and the actual outcomes. 

OLS estimation is often used to estimate part-worth utilities for ratings-
based conjoint questionnaires. The product attributes are the independent 
variables, and the ratings for the product concepts make up the dependent 
variable. 

orthogonality A statistical term that, when applied to conjoint analysis experi­
mental designs, refers to experiments in w_hich the attributes are uncorre-
lated across product concepts. In more technical terHsTffie^coluffins^ThnuiT" 
design matrix have zero correlation between levels of,different attributes. 
Independence of attributes is important to conjoint analysis studies because 
it allows the researcher to estimate each part- worth utility independent of 
theJe^eJs^pf^gtheratJiibutes in the model. Orthogonality allows separate 
estimation for each attribute independent of the others, but it does not, by 
itself, guarantee precision. Orthogonal designs were._y.erv popular for many 
years in conjoint analysis. Particularly since theH9l)0sl researchers have 
learned that orthogonal designs are not necessarily" the best option. Here 
are some reasons: 

• Orthogonal designs are quite inflexible with regard to how many con­
joint questions should be shown, so it is difficult to choose precisely the 
number of questions that is right for respondents and that provides the 
desired degrees of freedom. 

• For conjoint studies in which the numbers of levels differ across at­
tributes, orthogonal designs are sometimes not balanced, meaning that 
some attribute levels can appear more times fliaiTothers. When this oc­
curs, the more frequently occurring levels are measured with greater 
precision than the less frequent levels within the same attribute. 
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• Orthogonal designs often yield product concepts or comparisons among 
product concepts that are quite unrealistic or for which there is a clear 
winner or dominant alternative. Such situations are usually not desirable 
in conjoint analysis surveys, and designs that sacrifice a modest degree 
of orthogonality have the potential to produce better overall results. 

overfltting When additional parameters added to a model are not truly useful, 
they can harm the predictive accuracy of out-of-sample observations. Some­
times researchers try to estimate many parameters in a conjoint/choice 
model, where parameters may refer to (among other things) part-worths, 
linear coefficients, interaction terms, and cross-effects. Also, researchers 
may attempt to estimate separate parameters for individuals or many latent 
groups (as in latent class) using sparse data. Capturing heterogeneity, it 
can be argued, means fitting additional parameters into the model (a set 
of terms for each group or individual). In all these cases, the researcher 
may face the problem of overfltting. Whenever one adds additional ex­
planatory (independent) variables to the model, the fit to the conjoint or 
choice tasks used for estimation increases. The fit improves because the 
estimation method takes advantage of the new parameters to account for 
as-of-yet unexplained variance. The danger is that, although the addition 
of new parameters improves the fit to the observations used for estimation, 
the additional parameters are not truly useful, and the resulting model may 
be less predictive of new out-of-sample observations (such as holdouts or 
real market purchases). 

overlap See level overlap. 
paired comparisons The method of paired comparisons is a very old research 

technique for estimating the relative desirability or importance of items, 
brands, features, flavors, political candidates, and other stimulus objects. 
The technique involves showing items two at a time and asking the respon­
dent to choose between them. For example, with four items, A, B, C, and 
D there are six possible paired comparisons: A versus B, A versus C, A 
versus D, B versus C, B versus D, and C versus D. With large numbers 
of items, the number of possible comparisons becomes quite large. If there 
are k items, the number of paired comparisons is given by 

k(k - 1) 

In practice, researchers often ask respondents to evaluate a carefully cho­
sen subset of the possible comparisons. 

Adaptive Conjoint Analysis (ACA) users someEimes refer to the pairs sec­
tion in ACA interviews as paired comparisons, though these really repre­
sent a different technique than the classic method of paired comparisons. 
See pairs. 

http://were._y.erv
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pairs This term refers to showing two objects (attributes, brands, or product con­
cepts) at a time and asking respondents to choose between them. Among 
Adaptive Conjoint Analysis users, the pairs section is the conjoint portion 
of the interview, in which respondents are asked to evaluate two competing 
product concepts typically defined by two to five attributes in partial pro­
file. Respondents use a sliding rating scale to evaluate the concepts. See 
graded pairs for an example. 

Sawtooth Software's CVA system for traditional full-profile conjoint anal­
ysis can also use pairs presentation. With CVA, the product profiles are 
always shown in full-profile (all attributes present in every question) and 
the survey is not adaptive. See conjoint value analysis, full profile, graded 
pairs, and paired comparisons. 

Pareto-optimal designs Conjoint analysis questionnaires in which no one prod­
uct concept is clearly superior (or inferior) to all other concepts on all 
attributes. 

part-worth The utility associated with a particular level of an attribute in a multi-
attribute conjoint analysis model. The total utility for the product is made 
up of the part-worths of its separate attributes (components). Sometimes 
researchers have referred to part-worths somewhat incorrectly as utilities. 
More technically, utilities refer to the total desirability of the product al­
ternative, and part-worths refer to the component of desirability derived 
from the separate attribute levels for that product. See part-worth utility 
function. 

part-worth utility function Also known as partial benefit value model. A model 
of preference in which the utility for each level of an attribute is measured 
independently of the others using dummy or effects coding. For an at­
tribute like color, we might estimate the preference for four separate color 
levels. In figure A.3, we connect the separate part-worth utility values for 
each color with lines, even though it does not make sense to have an in-
between color. But preferences for levels of quantitative attributes, such 
as price, weight, and speed, are also commonly estimated using part-worth 
utility functions. In these cases, it is usually reasonable to interpolate be­
tween two levels to estimate preference for a price that was never shown 
to respondents. 

The part-worth utility function is the most commonly used approach today 
for conjoint and choice experiments. It has the benefit of not imposing 
a functional form, such as a linear or quadratic form, on the data when 
that assumption may not provide the best fit (see Ideal Vector Model, Ideal 
Point Model). However, part-worth models require more parameters to 
estimate and, in some cases, can lead to overfitting. See dummy coding, 
effects coding, and overfitting. 
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Red Green Blue Yellow 

Color 

Figure A.3. Part-worth utility function 

partial profile A partial profile involves the presentation of a subset of the at­
tributes in a product concept. Adaptive Conjoint Analysis (ACA) uses 
partial-profile conjoint questions. Choice-based conjoint (CBC) can also 
be used in partial-profile mode. See full profile. 

potytomous attribute See categorical attribute. 
pooled analysis See aggregate model. 
positional balance When conjoint or MaxDiff questions are displayed, multiple 

attributes (or items) are usually arranged vertically with attributes A, B, 
and C in the first, second, and third positions, respectively. 

Attribute A text 
Attribute B text 
Attribute C text 

Order bias is a concern because respondents may pay more attention to 
attributes in the first position, for example. To control for order bias, we 
can randomize the order in which attributes are shown. When each item 
appears an equal number of items in each attribute position across tasks in 
the questionnaire, we have positional balance. See order bias. 

priors In Adaptive Conjoint Analysis (ACA) priors refer to the self-explicated 
part-worth utilities that result from the level ratings/rankings and attribute 
importance questions at the beginning of the interview. In ACA, the pri­
ors are updated (refined) by adding information from the conjoint pairs 
that follow. The final utilities from ACA (OLS estimation) represent a 
weighted combination of the priors and pairs information. 

The term priors is often used in hierarchical Bayes (HB) estimation, where 
it refers to prior knowledge of the part-worth utilities, variances, and co-
variances among attribute parameters. Usually, default priors assume that 
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the part-worth utilities are zero, and that attribute parameters have equal 
variances, with covariances of zero. The priors are updated by referring to 
each respondent's product choices or product evaluations. The final part-
worth utilities (posterior part-worth estimates) reflect good fit to the data, 
conditioned (influenced) by the priors. With HB, the more data available 
within each individual, the less the influence of the priors have upon the 
final part-worth estimates. 

profile See concept. 
prohibition Also known as restriction. When researchers design conjoint ques­

tionnaires, they might prohibit a certain level of one attribute from appear­
ing with a certain level of another attribute within the same product profile. 
For example, one might prohibit a limousine from ever appearing in a red 
color. Some researchers have employed across-concept prohibitions, in 
which, for example, one price level is never to occur in comparison with 
another price level within the same choice task. 

Prohibitions can lead to greater realism, but will have negative conse­
quences on statistical design efficiency, and may lead to significantly lower 
precision for the part-worth utilities of attributes involved in the prohibi­
tions. But modest prohibitions in some cases may actually lead to benefits 
that outweigh the negative effects of the loss in statistical efficiency. The 
benefits include added realism and the fact that the preference for certain 
levels (such as for color) are only estimated with respect to relevant other 
levels (such as car models). See composite factor. 

purchase likelihood Generally refers to respondents' self-reported or stated like­
lihood that they will buy a given product concept at some future time. 
Purchase likelihood scales are often employed in traditional full-profile 
ratings-based conjoint analysis. They are also used in the optional "cal­
ibration concept" section in Adaptive Conjoint Analysis. Purchase like­
lihood is most typically asked on a 0- to 100-point scale. But 10-point 
scales, or even 5-point Likert scales (5=definitely would purchase, 4=prob-
ably would purchase, 3=might or might not purchase, 2=probabiy would 
not purchase, Indefinitely would not purchase) are sometimes used. Re­
spondents are notoriously poor at estimating their purchase likelihoods and 
typically will exaggerate purchase intent. 

Purchase likelihood is also the name of a market simulation model in Saw­
tooth Software's market simulator. This model transforms the utility for 
a product concept (defined using a level from each attribute in the study) 
into a relative purchase likelihood score from 0 to 100. No competition 
is considered with the purchase likelihood simulation model. The part-
worth utility data must be scaled appropriately for use with the purchase 
likelihood simulation model. The equation transforming product utility to 
relative purchase likelihood is as follows: 
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where P{ is the purchase likelihood for product i, e is the exponential con­
stant, and Ui is the utility for product i. That is, eUi is the same as taking 
the antilog of Ui, or exponentiating Ui. 

One can easily perform this purchase likelihood transformation in a spread­
sheet program like Excel. Assume for a given individual that the total util­
ity for a given product is 0.75 (after adding the part-worth utilities across 
all the attribute levels associated with this product alternative). The pur­
chase likelihood (using Excel formula notation) is 

- 100 * exp(0.75)/(l + exp(0.75)). 

This formula returns 67.92, meaning that this respondent would be ex­
pected to rate this product as a 67.92 on a 100-point scale of purchase 
intent. Purchase likelihood predictions are averaged across respondents to 
reflect an average purchase likelihood for the population. 

quantitative attribute See continuous attribute. 
randomized design With choice-based conjoint studies, respondents can be ran­

domly selected to receive one of many unique available questionnaires, 
where each one reflects design principles of level balance and indepen­
dence of attributes. Given enough respondents, such randomized design 
plans approximate the full factorial. In other words, across many respon­
dents every possible product configuration is presented. Randomized de­
signs have the benefit of very good statistical efficiency, and due to the 
great deal of variation in the choice tasks, they control for many order, 
learning, and context effects. 

A truly random design may be developed that draws product concepts ran­
domly from the universe of possible product concepts, without respect to 
ensuring strict level balance and independence of attributes within indi­
vidual respondents. Such an approach typically leads to fairly reasonable 
(but never optimal) design efficiency when considering pooled analysis. 
However, given a large enough sample, a truly random design supports 
relatively efficient group or aggregate analysis of main effects plus all po­
tential interactions and cross-effects. 

randomized first-choice model Also known as RFC. A market simulation model 
developed in the late 1990s for converting overall utility scores for compet­
ing product alternatives to probabilities of choice. Like the BTL or share of 
preference simulation models, it lets each individual's choice be reflected 
in a probabilistic manner (allows respondents to split shares among com­
peting product alternatives). Unlike these methods, it penalizes products 
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that are similar to others in the competitive scenario, thus reducing or elim­
inating IIA (red bus/blue bus) problems. 

RFC is a simulation process that repeats the choice prediction for each in­
dividual (or group, if considering aggregate estimates) hundreds or even 
thousands of times (iterations), and averages those choices across itera­
tions and respondents. In each iteration, random error is added to the part-
worth utilities, the new product utilities are computed, and the respondent 
is projected to choose the alternative with the highest utility, as in the first-
choice simulation model. Product alternatives that share many of the same 
characteristics (in terms of attribute levels) receive correlated error in each 
iteration and projection of choice, and therefore compete more strongly 
with one another. RFC acts like a tunable first-choice model, since the 
scaling of the shares can be made steeper or flatter depending on the vari­
ance of the added error. RFC can also incorporate a tunable amount of 
IIA influence (as does the standard share of preference or logit simulation 
model) by additionally adding independent error to each product utility 
sum in each iteration. 

ratings-based conjoint A conjoint analysis method in which respondents use 
a rating scale of some sort (such as a 0 to 10 or 0 to 100 desirability 
or purchase likelihood scale) to indicate preference for product profiles. 
Examples include traditional full-profile conjoint, and graded pairs (as in 
ACA or pairwise concept presentation in Sawtooth Software's CVA sys­
tem). However, in graded pairs, respondents use a sliding scale ranging 
from "strongly prefer the product alternative on the left" to "strongly pre­
fer the product alternative on the right." Ratings-based conjoint methods 
have the advantage of collecting more statistical information per unit of 
respondent effort relative to discrete choice. However, it is argued that 
respondents do not rate products on some arbitrary rating scale prior to 
making a product choice—they simply observe competing products and 
directly choose. 

red bus/blue bus problem See IIA. 
reduced design See fractional factorial. 
reliability Refers to how consistent respondents are in applying an evaluative 

strategy and assigning ratings or choices of product concepts. Reliabil­
ity is often characterized in terms of J2~squared (percent of total variation 
in the product ratings explained by the model) for ratings-based conjoint 
methods, or likelihood if considering choice-based methods. 

High reliability does not necessarily lead to accurate models of real-world 
purchases. Respondents may answer a conjoint questionnaire very reliably, 
but they may not be in a realistic mindset, or the conjoint questionnaire 
may be seriously flawed in some way. Good reliability does not necessar­
ily imply better data. Respondents who adopt extremely simple decision 
rules (such as always picking the same brand or whichever product has the 
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lowest price) will typically receive much higher reliability scores than re­
spondents who conscientiously consider the complex trade-offs among all 
attributes before making a product choice or rating. 

restriction See prohibition. 
revealed preference Also known as RP. A term often used by researchers with a 

background in econometrics to refer to predictive models built using actual 
store purchases or real-world choices of existing products, as well as other 
variables describing buyers or households. In contrast, conjoint or choice 
methods, based on survey data, are often called stated preference models 
by this same class of researchers. 

reversal When an estimated part-worth utility or utility coefficient defies ratio­
nal expectations or order. For example, consider the following part-worth 
utilities for price: 

Attribute 
Level Part-Worth 

$10 1.50 
$15 1.63 
$20 0.75 

We would expect that lower prices should be preferred to higher prices (all 
else held constant). However, the part-worths for $10 and $15 reflect a 
reversal—the data suggest that $15 is preferred to $10. As another exam­
ple, if we fit a linear coefficient to price, we should expect a negative sign 
(utility is negatively correlated with price). An estimated price coefficient 
with a positive sign would also be considered a reversal. 

Reversals are often seen within individual respondents, and are usually due 
to random error (lack of precision of the part-worth estimates) due to lim­
ited information. Reversals can be detrimental to individual-level predic­
tions of behavior. But reversals due to random error at the individual level 
are usually of little consequence to accurate predictions of shares of pref­
erence for groups of respondents (given adequate sample size). Reversals 
can be eliminated by using constrained estimation. However, constrained 
estimation does not always improve the predictive accuracy of conjoint 
analysis models and therefore should be used with caution. 

RFC See randomized first-choice. 
saturated plan In traditional full-profile conjoint analysis, a saturated plan means 

that there are as many parameters to estimate (per individual) in the model 
as there are conjoint cards (questions). In other words, respondents are 
asked the bare minimum number of conjoint questions that would permit 
estimation of the part-worth utilities of interest. A saturated plan has no 
degrees of freedom, and the i?-squared is always 100 percent. Therefore, 
it is not possible to assess respondent reliability. If respondents answer 
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with error (which they invariably do), there is no opportunity for errors to 
cancel themselves out (through additional conjoint questions beyond the 
minimum required) or for the negative effects of these errors upon the es­
timated part-worth utilities to be reduced. Generally, saturated plans result 
in less precise (noisier) part-worths relative to design plans that incorpo­
rate additional degrees of freedom. See degrees of freedom for further 
discussion. 

RP See revealed preference. 
Sawtooth Software Privately owned software company founded by Richard M. 

Johnson in 1983 in Sun Valley, Idaho. Sawtooth Software's first software 
product was Ci2, a general Microsoft-DOS-based computerized interview­
ing system for computer-assisted personal interviewing (CAPI) and later 
computer-aided telephone interviewing (CATI). In 1985, Sawtooth Soft­
ware released its first conjoint analysis package, Adaptive Conjoint Anal­
ysis (ACA). The company established a research conference starting in 
1986, and papers from this conference are often cited in the literature. In 
1995, Sawtooth Software moved to Sequim, Washington State. 

scale factor The relative size or spread of the part-worth utilities from conjoint 
analysis, especially choice-based conjoint analysis. Consider the following 
part-worth utilities: 

Respondent #1 Respondent #2 

-0.5 -1.0 
0.0 0.0 
0.5 1.0 

The difference in utility between the best and worst levels for Respondent 
#1 is 1.0, and the similar spread for Respondent #2 is 2.0. Respondent 
#2's relative scale factor is twice Respondent #l 's. With logit analysis, 
the scale factor reflects the certainty associated with an individual's or a 
group's choices to the questions used in developing part-worth utilities. 
The scale factor also has a large impact on resulting shares of preference 
from the logit, randomized first-choice, or Bradley-Terry-Luce simulation 
methods. Respondents (or groups) with larger scale factors will have more 
accentuated (extreme) share predictions than those with smaller scale fac­
tors. One can change the scale factor for individuals or groups by tuning 
the exponent. The exponent is applied as a simple multiplicative factor to 
the part-worth utilities prior to predicting choice. 

scenario. Another term for a choice task, choice set, or set. It can also refer to a 
market condition tested in a market simulator. The base case is an example 
of a market simulation scenario. 
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self-explicated approach A measurement approach in which respondents are 
asked to directly state their preferences (utility scores) for the attributes 
and levels in the study. One of many such approaches has respondents rate 
each level of each attribute on a 10-point scale, followed by allocating 100 
points across all attributes (constant sum scaling) to indicate the relative 
importance of each attribute. The level ratings (after normalization to re­
duce scale-use bias) are multiplied by the attribute importances to develop 
preference weights (akin to part-worth utilities) for the full set of attribute 
levels. Self-explicated models have the benefit of being easy to administer 
and able to cover a large number of attributes and levels without overbur­
dening the respondent. But most argue that they are not very realistic, 
and assume that respondents can directly tell the researcher the full set of 
preference values. 

A common mistake is to refer to these models as self-explicated conjoint. 
Self-explicated models are, by definition, not conjoint analysis, since they 
never involve asking respondents to evaluate conjoined attributes of a prod­
uct. Rather, each attribute is evaluated separately. A self-explicated model 
is a compositional approach, and conjoint analysis is referred to as a de-
compositional approach. 

Self-explicated models often produce quite accurate predictions of indi­
vidual behavior, but typically fall short of conjoint analysis techniques in 
terms of predicting accurate shares of preference for market choices among 
available product alternatives. Of these two, predicting shares for a mar­
ket is typically much more important to managers. In Adaptive Conjoint 
Analysis, the preliminary priors section is a rudimentary example of a self-
explicated method. 

sensitivity analysis In market simulations, sensitivity analysis involves chang­
ing a product specification in some way (such as increasing the price or 
changing the speed or color) and observing the resulting change in pref­
erence. For example, the base case share of preference for a product al­
ternative at the middle price might be 35 percent. The researcher might 
lower the product's price, holding all other competitors constant, and re­
run the market simulation. The new share of preference due to the lower 
price might then be 45 percent. By varying the product's price across all 
price levels, the sensitivity of the product's shares with respect to price (a 
relative demand curve) is estimated. 
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As an example of price-sensitivity analysis, here are preference shares 
across five prices (five separate simulation runs) for a product, holding 
competition constant: 

Price Percent Share 
Point of Preference 

Low 53 
Medium-Low 45 
Middle 35 
Medium-High 28 
High 13 

Often, researchers perform sensitivity analysis for a given product alter­
native across all levels of all attributes. The results show which attributes 
have the most impact on product choice, relevant to that specific product 
specification and the relevant competition. See market simulator, 

set In discrete choice modeling or choice-based conjoint studies, "set" is often 
synonymous with "task" (a single choice question). In this context, a set is 
a collection of product alternatives from which the respondent can choose. 
With traditional conjoint, set may refer to the total array or deck of conjoint 
cards or the stimulus set. 

share of preference The respondent interest captured by product alternatives in 
a market simulation, expressed as percentages summing to 100 percent 
across competing product alternatives. Share of preference represents ei­
ther the percent of respondents projected to choose an alternative (assum­
ing a first-choice simulation rule) or the average probability of respondents 
in the sample choosing an alternative (assuming that respondents' votes 
can be split in a probabilistic fashion across the product alternatives, using 
the logit, Bradley-Terry-Luce, or randomized first-choice rules). Practi­
tioners use share of preference to refer to predictions from conjoint market 
simulators. We say "share of preference" rather than "market share" be­
cause only under controlled situations will predicted shares closely match 
actual market shares. See market share. 

SP See stated preference. 

stated preference Also known as SP or stated choice. A term often used by re­
searchers with a background in econometrics to refer to predictive models 
built using the choices/ratings of product concepts made by respondents 
within surveys. In contrast, models built using actual sales (scanner) data 
or real-world choices are often called revealed preference models by this 
same class of researchers. 

stimulus A more technical term referring to the product profile (concept) shown 
to respondents. 
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superattribute See composite factor. 
task Generally refers to a single choice question (set) in a discrete choice (CBC) 

questionnaire. In this context, a task is a collection of product alternatives 
from which the respondent can choose. In full-profile conjoint, "task" can 
refer to the total conjoint interview. One might state, "There were eighteen 
total cards in the conjoint task." Task might also be used in the phrase "task 
complexity" to refer to the difficulty of answering an individual conjoint 
or discrete choice question or the entire conjoint/choice interview. 

test-retest reliability Researchers sometimes repeat a conjoint question or choice 
task later in the questionnaire to see if respondents will answer the same 
way twice. The measure of how consistently respondents answer if given 
the same question at a later point in the survey is called test-retest reliabil­
ity. When respondents choose from among three available product alter­
natives, research has shown that about 75 to 80 percent of respondents can 
answer identically in the repeated task. 

Test-retest reliability establishes a benchmark for predictive accuracy. If 
our conjoint analysis models can only predict holdout choices with 52 per­
cent accuracy, we should not feel the model is a failure if the test-retest 
reliability for the same choice tasks is only marginally better, such as 55 
percent. 

trade-off analysis A generic term often applied to conjoint or discrete choice 
analysis, emphasizing that respondents are required to trade off the bene­
fits of attributes when evaluating product profiles, rather than being able to 
state that all attributes are equally important and all levels equally desir­
able. 

trade-off matrix Also known as the two-factor method. A conjoint method de­
veloped by Richard Johnson (1974) that asked respondents to focus on 
just two attributes at a time using a trade-off matrix. Respondents rank-
ordered, in terms of preference, all possible combinations of the two at­
tributes. In exhibit A. 10 we see a respondent who liked the blue minivan 
best and the red station wagon least. Respondents complete a number of 
these pairwise tables, covering all attributes in the study (but not all possi­
ble combinations of attributes). By observing the rank-ordered judgments 
across the trade-off matrices, we are able to estimate a set of preference 
scores and attribute importances across the entire list of attributes. As with 
traditional full-profile conjoint methods, utility estimation is carried out 
for each individual. Because the method only asks about two attributes 
at a time, a larger number of attributes can be studied than is generally 
thought prudent with full-profile conjoint methods. Trade-off matrices fell 
out of favor in the 1980s because Adaptive Conjoint Analysis seemed to 
produce better results while being less taxing on the respondent. 
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Sedan 

Station wagon 

Minivan 

Red 

6 

9 

5 

Green 

8 

7 

3 

Blue 

2 

4 

1 

Exhibit A.10. Data from a simple trade-off matrix 

treatment See concept. 
two-factor method See trade-off matrix. 
unacceptables In Adaptive Conjoint Analysis (ACA) and other customized con­

joint analysis approaches, researchers can first ask respondents (prior to 
asking any conjoint questions) if any attribute levels are absolutely unac­
ceptable, no matter what other excellent qualities a product concept might 
have, Those levels marked unacceptable are not included in the subse­
quent conjoint questions, allowing the interview to focus on the relevant 
levels for each respondent. The unacceptable levels for a given respondent 
are often set to have extremely low part-worth utilities, such that a prod­
uct alternative including any unacceptable level would never be chosen in 
market simulations. 

The concept of asking respondents to discard any unacceptable levels up­
front made good sense theoretically, but respondents often could not re­
liably indicate which levels were truly unacceptable in practice. Often, 
respondents would be observed to choose product concepts later in hold­
out tasks that included levels previously deemed unacceptable. It seems 
that many respondents treated the unacceptable rating as very undesirable, 
for which enough other good attribute levels could compensate. 

Despite the challenges, unacceptables are sometimes used today. Success­
ful applications stress very strongly to respondents that before marking a 
level as unacceptable, it must be absolutely unacceptable in every way, 
such that this level would never be chosen, even if all other included at­
tributes were at extremely desirable levels. A recent approach for adaptive 
choice-based conjoint (Johnson and Orme 2007) allows a respondent to 
confirm that a level is unacceptable only after he or she has consistently 
rejected that level in many previous choice tasks. 
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utility An economic concept that, when used in the context of conjoint analysis, 
refers to a buyer's liking for (or the desirability of) a product alternative. 
Researchers often refer to the values for individual levels as utilities, but 
this is not technically correct. Utility most correctly refers to the pref­
erence for an overall product concept, whereas the components of utility 
associated with that product's attributes are called part-worths. 

utility balance The degree to which multiple product alternatives being com­
pared in a choice task or conjoint analysis exercise are equally matched 
in terms of preference. When competing product alternatives are approx­
imately utility balanced, it requires much more thought on the part of the 
respondent to make a choice. More thoughtful trade-offs typically provide 
better information for refining part-worth utilities. However, too much 
utility balance can cause the trade-offs to become overly difficult, and the 
respondent may answer with greater randomness (noise). 

vector model See ideal vector model. 
version See blocking. 
validity See internal validity and external validity. 
volumetric conjoint A variation on the allocation-based response format for CBC 

questionnaires in which the values assigned to product alternatives are not 
required to sum to any particular value (such as 100). Rather, respondents 
indicate how many of each product concept they would purchase. See 
allocation-based response. 

what-if simulator See market simulator. 
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Management and Policy, University of Michigan School of Public Health. 
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sity School of Medicine. 

Mike Lotti. Director, Business Research, Eastman Kodak Company. 

Peter Rockers. M.P.H., Research Analyst, Center for Social Epidemiology and 
Population Health, University of Michigan School of Public Health. 

Greg Rogers. Senior Manager, Market Research, Procter & Gamble. 

Murray A. Rudd. Ph.D., Senior Economic Analyst, Department of Fisheries 
and Oceans, Policy and Economics Branch-Maritimes Region, Dartmouth, 
Nova Scotia. 
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